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Preface

This guide provides the information you need to work with your Forcepoint product.

Find product documentation

On the Forcepoint support website, you can find information about a released product, including product
documentation, technical articles, and more.

You can get additional information and support for your product on the Forcepoint support website at
https://support.forcepoint.com. There, you can access product documentation, release notes, Knowledge Base
articles, downloads, cases, and contact information.

You might need to log on to access the Forcepoint support website. If you do not yet have credentials, create a
customer account. See https://support.forcepoint.com/CreateAccount.

Links to downloads

NGFW Engine upgrades and dynamic update packages are available at these websites.

® NGFW Engine upgrade downloads: https://support.forcepoint.com/Downloads

®  Dynamic update package downloads: https://autoupdate.ngfw.forcepoint.com

Conventions

The following typographical conventions and icons are used.

Book title, term, emphasis

Title of a book, chapter, or topic; a new term; emphasis.

Bold

Text that is strongly emphasized.

User input, code,
message

Commands and other text that the user types; a code sample; a displayed
message.

Interface text

Words from the product interface like options, menus, buttons, and dialog boxes.

Hypertext

A link to a topic or to an external website.

E

Note: Additional information, like an alternate method of accessing an option.

@

Tip: Suggestions and recommendations.

Important/Caution: Valuable advice to protect your computer system, software
installation, network, business, or data.

!

Warning: Critical advice to prevent bodily harm when using a hardware product.
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Part |

Introduction to the
Forcepoint Next Generation
Firewall solution

B The Forcepoint Next Generation Firewall solution on page 25
®  Introduction to Forcepoint NGFW in the Firewall/VPN role on page 31
®  Introduction to Forcepoint NGFW in the IPS and Layer 2 Firewall roles on page 41

Before setting up Forcepoint Next Generation Firewall (Forcepoint NGFW), it is useful to know what the different
components do and what engine roles are available.
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Chapter 1
The Forcepoint Next Generation

Firewall solution

m  Security Management Center on page 25

®  Components in the Forcepoint NGFW solution on page 26
m  Benefits of the SMC on page 28

B Licensing components and features on page 29

The Forcepoint NGFW solution consists of one or more Forcepoint NGFW Engines and the Forcepoint NGFW Security
Management Center (SMC). The SMC is the management component of the Forcepoint NGFW solution.

Security Management Center

The SMC is the centralized management component of the Forcepoint NGFW solution. The SMC makes the
Forcepoint NGFW solution especially well-suited to complex and distributed network environments.

The SMC configures and monitors all components in the Forcepoint NGFW solution. The centralized
management system provides a single point of contact for many geographically dispersed administrators.

The unified management platform provides major benefits for organizations of all sizes:

®m By allowing automatic coordinated responses when a security threat is detected, interaction between
components managed by the same Management Server creates security benefits. Automatic coordinated
responses provide instant blocking of unwanted traffic, and reduce the need for immediate human
intervention.

= Multiple administrators can log on at the same time to efficiently configure and monitor all NGFW Engines.
The SMC provides a single user interface. This interface allows unified configuration, monitoring, and
reporting of the whole Forcepoint NGFW solution with the same tools and within the same user session.

®  The reuse of configuration information across components in the system allows you to:

= Avoid the laborious and error-prone duplicate work of configuring the same details for all components
individually.
m  Export and import the configurations between multiple separate systems.

The SMC is designed to manage large installations and geographic distribution. The SMC design creates
flexibility and allows scaling up the existing components and adding new types of components to the system
without sacrificing its ease-of-use.
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Components in the Forcepoint NGFW
solution

The Forcepoint NGFW solution includes NGFW Engines, SMC server components, and SMC user interface
components.

Components in the Forcepoint NGFW solution

Om  |[O=m

Management Client Web Portal
Management Log Web Portal
Server Server Server
NGFW Engines

1 The Management Client is the user interface for the SMC that you use for all configuration and
monitoring tasks. You can have an unlimited number of Management Clients.

2 The Web Portal is the browser-based user interface for the services provided by the Web Portal Server.

3 The Management Server is the central component for system administration. One Management Server
can manage many different types of NGFW Engines.

4 The Log Server stores traffic logs that can be managed and compiled into reports. Log Servers also
correlate events, monitor the status of NGFW Engines, show real-time statistics, and forward logs to
third-party devices.

5 The Web Portal Server is a separately licensed optional component that provides restricted access to
log data, reports, and policy snapshots.

6 NGFW Engines inspect traffic. You can use NGFW Engines in the Firewall/VPN, IPS, or Layer 2 Firewall
role.
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Management Clients

The Management Client is the tool for all day-to-day configuration and management tasks, including network
interface configuration and remote upgrades.

All commands and configuration changes are relayed through the Management Server, so the Management
Clients never connect to the NGFW Engines directly. Management Clients also connect to Log Servers to fetch
log entries for administrators to view. Many Management Clients can be deployed anywhere in the network.

Management Server

The Management Server is the central component for system administration. One Management Server can
manage many different types of engines.

The Management Server provides the following types of services:
®  Administration and system commands: The Management Server is the central point of all administration tasks
(accessed through the Management Client).

®  Configuration database: The Management Server stores all configuration information for Firewall/VPN, IPS,
and Layer 2 Firewall engines and other system components.

®  Monitoring: The Management Server tracks the operating state of the system components and relays this
information to the administrators.

m  Alert notifications: The Management Server can notify administrators about new alerts in the system, for
example, by sending out an email or an SMS text message.

m Certificate authorities (CAs): The Management Server installation includes two basic CAs:
= An Internal CA that issues all certificates that system components need for system communications.
m VPN CA that can be used to issue certificates for VPN authentication.

Log Server

Log Servers store traffic logs that can be managed and compiled into reports. Log Servers also correlate events.

Multiple Log Servers can be deployed, which is useful in geographically distributed systems. Log Servers provide
the following types of services:

® Log data: Log Servers receive and store logs from other system components and make the data available for
viewing and generating reports.

m  Statistics and status data: Log Servers receive, relay, and store information about the operation of other
system components and keep a record available for generating reports.

m  Event correlation: Log Servers detect patterns of events in traffic inspected by multiple NGFW Engines.

Web Portal Server

The Web Portal Server is a separately licensed optional component that can be used to provide restricted access
to log data, reports, and policy snapshots.

The Web Portal Server provides a web-based interface that users who have Web Portal user accounts can
access with their web browsers.
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Benefits of the SMC

The SMC has three main benefits: centralized remote management of system components, support for large-
scale installations, and server high availability.

Centralized remote management

A centralized point for managing all system components simplifies the system administration significantly.

Ease of administration is central to the SMC. The centralized management system:
®  Provides administrators with visibility into the whole network.

m Simplifies and automates system maintenance tasks.

®  Reduces the work required to configure the system.

You can also combine information from different sources without having to integrate the components with an
external system.

The centralized management system is not an add-on; the system has been designed from the start to be
centrally managed.

The main centralized management features in the Security Management Center include the following:

®  Sharing configuration data in different configurations eliminates the need for duplicate work, which reduces the
complexity of configurations and the amount of work required for changes. For example, an IP address used
in the configurations of several different NGFW Engines has to be changed only one time in one place. It has
to be changed only once because it is defined as a reusable element in the system.

®  Remote upgrades can be downloaded and pushed automatically to several components. A single remote
upgrade operation updates all necessary configuration details on the NGFW Engines, including operating
system patches and updates.

m Fail-safe policy installation with automatic rollback to prevent policies that prevent management connections
from being installed.

®  The integrated backup feature allows saving all system configurations stored on the Management Server in
one manually or automatically run backup.

m  Central access point for administrators with centralized access control. The Management Client requires
no separate installation, because it can be made available centrally and be started through a web browser.
Several administrators can be logged on at the same time and simultaneously change the system. Conflicting
changes are automatically prevented. Administrator rights can be easily adjusted in a highly granular way.

Support for large-scale installations

The Security Management Center is scalable from managing a single NGFW Engine up to a system consisting of
hundreds of components.

Several Log Servers are required in larger systems, but a single Management Server can still effectively manage
large installations. Features that make large-scale installations easy to manage include:

®  The possibility to separate configurations into isolated Domains.
®  To filter configuration definitions in and out of view based on user-defined categories.
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High availability

You can optionally install one or more additional Management Servers or Log Servers.

If the active Management Server is damaged, loses power, or becomes otherwise unusable, additional
Management Servers allow system control without delays and loss of configuration information. A special
Management Server license for multiple Management Servers is required.

E Note
| 4

The Forcepoint NGFW Security Management Center Appliance (SMC Appliance) does not support
high availability for the Management Server or the Log Server.

Log Servers can also be used as backups for each other to allow continued operation when a Log Server

goes offline. When a Log Server becomes unavailable, engines can automatically start sending new logs and
monitoring data to another pre-selected Log Server. Log Servers do not automatically synchronize their data, but
you can set up automatic tasks in the system for backing up important records.

Licensing components and features

License files provide your system a proof of purchase. The Management Server maintains license files.

You receive most licenses as proof-of-license (POL) codes. The proof-of-serial (POS) license code for Forcepoint
NGFW appliances is printed on a label attached to the appliances. Using your license code, you can log on to the
License Center and view and manage your licenses at: htips://stonesoftlicenses.forcepoint.com.

Generally, each SMC server and each Firewall, IPS, Layer 2 Firewall, and Master NGFW Engine node must be
separately licensed in your SMC. Virtual NGFW Engines do not require their own licenses.

® The SMC components must always be licensed by importing a license file that you create at the Forcepoint
website.

m Licenses for Forcepoint NGFW appliances can be generated automatically. You might also need to generate
these licenses manually at the Forcepoint website, depending on the appliance model and Management
Server connectivity.

The use of some individual features is also limited by license.

All licenses indicate the latest version for which they are valid and are valid on all earlier software versions up

to the version indicated. Licenses are by default automatically updated to the newest version possible for the
component. If automatic license updates are not possible or disabled, you must generate new licenses manually
before upgrading to a new major release.

License upgrades are included in maintenance contracts. If the maintenance contract of a component expires, it
is not possible to upgrade the license to any newer version. Evaluation licenses are valid for 30 days.
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Chapter 2

Introduction to Forcepoint NGFW
in the Firewall/VPN role

®  Overview of Forcepoint NGFW in the Firewall/VPN role on page 31

®m  Forcepoint NGFW benefits on page 31

NGFW Engine in the Firewall/\VVPN role provides access control and VPN connectivity.

Overview of Forcepoint NGFW in the
Firewall/VPN role

Forcepoint NGFW in the Firewall/VPN role provides access control and VPN connectivity.

The term Firewall refers to the combination of the Forcepoint NGFW software in the Firewall/VPN role, and the
hardware device or the virtual machine that the software runs on.

Firewalls have the following representations in the SMC:
m The Single Firewall and Firewall Cluster elements are containers for the main configuration information directly
related to the Firewall.

®  The individual physical engine devices are shown as one or more Nodes under the main Firewall element in
some views of the Management Client.

The Forcepoint NGFW software includes an integrated operating system (a specially hardened version of Linux).
There is no need for separate operating system patches or upgrades. All software on the engines is upgraded
during the software upgrade.

Forcepoint NGFW benefits

In addition to standard firewall features, the Forcepoint NGFW provides additional advanced features.

Support for multi-layer inspection

Multi-layer inspection combines access control, application identification, deep inspection, and file filtering flexibly
to optimize security and system performance.

Access control includes packet filtering, connection tracking, URL categories, network application detection, user
identification, authentication, and endpoint context information. Forcepoint NGFW in the Firewall/VVPN role uses
state tables to track connections and check whether a packet is a part of an established connection. Forcepoint
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NGFW in the Firewall/VPN role can also act as a packet filter for types of connections that do not require stateful
access control. By default, all Firewall Access rules implement stateful access control.

Deep inspection checks the actual data being transferred. Deep inspection detects harmful patterns in network
traffic. Traffic normalization is used to prevent advanced evasion methods, which are intended to allow harmful
traffic to bypass network security devices.

File filtering includes file reputation, anti-malware, and sandbox scans.

Forcepoint NGFW in the Firewall/VVPN role can apply application level inspection with or without proxying the
connections. Protocol Agents provide protocol validation for specific protocols. Protocol Agents are also used to
handle protocols that generate complex connection patterns, to redirect traffic to proxy services, and to change
data payload if necessary.

Related concepts
Protocol Agents overview on page 991

Layer 2 interfaces for Forcepoint NGFW in the
Firewall/VPN role

Layer 2 interfaces on NGFW Engines in the Firewall/VPN role allow the NGFW Engine to provide the same kind
of traffic inspection that is available for NGFW Engines in the IPS and Layer 2 Firewall roles.

Layer 2 interfaces on NGFW Engines in the Firewall/VPN role provide the following benefits:

B When the same NGFW Engine has both layer 2 and layer 3 interfaces, administration is easier because there
are fewer NGFW Engine elements to manage in the SMC.

® It is more efficient and economical to use one NGFW hardware device that has both layer 2 and layer 3
interfaces because a smaller number of NGFW appliances can provide the same traffic inspection.

B When you use layer 2 interfaces on NGFW Engines in the Firewall/VPN role, the NGFW Engine can use
options and features that are not available on NGFW Engines in the IPS or Layer 2 Firewall roles.
For example, an NGFW Engine in the Firewall/\VVPN role can use Forcepoint Endpoint Context Agent (ECA),
Forcepoint User ID service, NetLinks for communication with the SMC, and dynamic control IP addresses,
while also providing the same kind of traffic inspection that is available for NGFW Engines in the IPS and
Layer 2 Firewall roles.

Advanced traffic inspection

The Firewall’s traffic inspection process is designed to ensure a high level of security and throughput. The
Firewalls’ policies determine when to use stateful connection tracking, packet filtering, or application-level
security.

The Firewall uses the resources necessary for application-level security only when the situation demands it, and
without unnecessarily slowing or limiting network traffic.

Some types of connections can be selected for inspection of the data content against harmful or otherwise
unwanted patterns in connections. The deep packet inspection features provide IPS-type capabilities right on the
Firewall, and help in finding and stopping malicious or suspicious network activities. You can even inspect the
content of encrypted HTTPS connections using the built-in deep packet inspection features.

An anti-malware scanner and a sandbox complement the standard traffic inspection features.
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Built-in clustering for load balancing and high
availability

The Firewall provides innovative built-in clustering and load-balancing features that provide several benefits over
traditional solutions.

Traditionally, to achieve high availability on the firewall itself, additional hardware switches, software clustering
products, or special load-balancing devices have been added and maintained. This often results in the transfer of
a single point of failure to another network component — typically the network link.

Forcepoint NGFW Firewalls have built-in support for clustering, which allows operating up to 16 physical Firewall
devices as a single unit. All units can actively handle traffic at the same time. No special configuration is required
in the surrounding network as the whole implementation is achieved through basic networking standards.

The Firewall engines dynamically load-balance individual connections between the cluster nodes, transparently
transferring connections to available nodes in case a node becomes overloaded or experiences a failure. The
processing of network traffic is automatically balanced between the cluster nodes. This way, the performance of
the Firewall upgrades by simply adding new nodes to the cluster when necessary. You can also take individual
nodes offline during business hours for maintenance purposes. Connections handled by that particular engine are
transparently redistributed to other online nodes.

The Forcepoint NGFW Firewall also comes with built-in technology for high availability and load balancing
between different network connections.

Benefits of clustering

Clustering firewall nodes can significantly reduce the risk of problems with availability and maintenance.

A Single Firewall can be a single point of failure. This can affect the availability of business critical applications
and complicate the maintenance of the firewall equipment. Clustering firewall nodes can significantly reduce the
risk of these problems.

The Forcepoint NGFW solution uses built-in clustering technology. No additional software or hardware is needed
to cluster several nodes. If a node itself or the surrounding network equipment malfunctions, the other nodes in
the cluster take over the traffic processing, minimizing any disruptions to the traffic flow. Similarly, maintenance
is easier with a cluster, because individual nodes can be taken offline and even exchanged for new hardware
without causing service outages.

Firewall Clusters also balance the load of traffic processing between the firewall nodes. You can flexibly add
nodes to scale up the Firewall Cluster, improving the throughput and performance.

Communication between Firewall Cluster nodes

Information between Firewall Clustered nodes is synchronized through selected interfaces via a heartbeat
network that uses multicast transmissions.

The Firewall Cluster nodes exchange information constantly. The state tables that list open connections (state
sync) and the operating state of the other nodes (heartbeat) are exchanged. This exchange of information
guarantees that all nodes have the same information about the connections. If a firewall node becomes
unavailable, the other nodes of the cluster immediately notice the change. The exchange of information
between clustered Firewall nodes is synchronized through selected interfaces via a heartbeat network using
multicast transmissions. The heartbeat messages are authenticated, and can also be encrypted if necessary.
Authentication is enabled by default.
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Load balancing

In load-balanced clustering, traffic is balanced between the nodes dynamically.

In a Firewall Cluster configuration, the recommended way to cluster the nodes is load-balanced clustering, where
traffic is balanced between the nodes dynamically. Load-balanced clustering provides both fault tolerance and
performance benefits.

The traffic arriving at the Firewall Cluster is balanced across the nodes according to the settings of the cluster’s
load-balancing filter. This filtering process distributes packets between the firewall nodes and keeps track of
packet distribution. The Firewall determines the packet ownership of the nodes by comparing the incoming
packet with node-specific values based on the packet headers. The load-balancing filter is preconfigured for
optimal performance and is not meant to be adjusted independently by the system administrators.

The Firewall Cluster keeps track of which node is handling each ongoing connection. As a result, all packets

that are part of a given connection can be handled by the same node. Some protocols use multiple connections,
which are sometimes handled by different nodes, but this distribution does not usually affect the processing of the
traffic.

Standby operation

In standby clustering, only one node at a time processes traffic, and other nodes wait on standby.

Nodes that wait on standby are ready to take over when the currently active node goes offline. Nodes that should
not take over automatically can be set offline. The drawback with standby mode is that there is no performance
gain in clustering the firewalls.

Clustering modes for firewalls

You can configure traffic to be directed to the cluster using several modes.

There are several modes for how traffic can be directed to the cluster. The modes are explained in the following
table. If necessary, see the documentation for the router, hub, or switch you are using for information about which
mode is best in your environment:

Clustering modes

Mode Description

Packet dispatch Packet dispatch is the recommended clustering mode. One node per physical interface
is the dispatcher that handles the distribution of traffic between the different nodes for all
CVls on that physical interface. The assigned node handles the traffic processing.

No additional switch configuration is needed.

This mode can also be used with hubs but it is not the optimal clustering mode with hubs.

Unicast MAC Unicast MAC is the recommended mode when hubs are used. This mode cannot be used
with most switches.

All nodes in the cluster share unicast MAC address for the CVI. All nodes in the cluster see
all packets

Multicast MAC The nodes share multicast MAC address for the CVI. All nodes in the cluster see all
packets.

Do not use this mode instead of the packet dispatch mode except in special cases, for
example, if MAC address of the network interface cards cannot be changed.
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Description
Multicast MAC The clustering works otherwise the same as in the Multicast MAC mode except that the
with IGMP engine answers to IGMP membership queries.

This mode allows limiting multicast flooding when the switch does not support static MAC
address forwarding tables.

All CVIs on the same physical interface must use the same mode. It is possible to set different cluster modes for
CViIs that are defined for different physical interfaces.

Packet Dispatch mode and how it works

In Packet Dispatch mode, one node acts as the dispatcher and assigns packets to the other nodes.

In Packet Dispatch mode, the node selected as the dispatcher on the physical interface assigns the packets to
itself or to some other node. The assigned node then handles the actual resource-intensive traffic processing.
The dispatcher attempts to balance the nodes’ loads evenly, but assigns all packets that belong to the same
connection to the same node. The node that acts as the packet dispatcher can be different for CVls on different
physical interfaces. The following illustration shows an example of how packet dispatch handles a connection.

Packet Dispatch CVI Mode

?—» Request

L
F_

—!—» Reply

Dispatcher @ I - - 2 Dispatcher

for CVI 2 \ @ for CVI 1
\./

—-| 0
| s |-
€ N

1 The dispatcher node for CVI 1 receives a new packet.

2 The dispatcher node either handles the packet itself or dispatches the packet to one of the other firewall
nodes for processing according to the load-balancing filter. The packet is sent to the other node through
the interface the packet arrived from.

3 The dispatcher node for CVI 2 forwards the replies within the open connection to the same node.
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One node is responsible for handling each connection. The node responsible for the connection handles all
resource-consuming tasks: it determines if the connection is allowed to continue, translates addresses as
necessary, and logs the connection.

The dispatcher node controls the CVI's IP address and MAC address. The other nodes use their own physical
interface’s MAC address for the same CVI. When the dispatcher node goes offline, one of the other nodes
becomes the dispatcher node. The new dispatcher node changes its interface’s MAC address to the address
defined for the Packet Dispatch CVI.

The network switch must update its address table without significant delay when the packet dispatcher MAC
address is moved to another firewall node. This operation is a standard network addressing operation where the
switch learns that the MAC address is located behind a different switch port. Then, the switch forwards traffic
destined to the CVI address to this new packet dispatcher.

SD-WAN in Forcepoint NGFW

Forcepoint NGFW supports software-defined wide area networks (SD-WANSs).
SD-WAN features in Forcepoint NGFW include:

®  Multi-Link technology

m  Clustered Multi-Link VPNs

®  Dynamic link selection for Multi-Link VPNs
=  Quality of Service (QoS)

®m  Application routing

Multi-Link technology for SD-WAN

Multi-Link provides redundant ISP connections for SD-WAN.

Multi-Link allows you to configure redundant ISP connections using standard network connections, without the
need for redundant external routers and switches. You can use any IP-based connection with a dedicated IP
address range as part of a Multi-Link configuration. You can also define standby links that are used only when
primary links fail.

Traffic is dynamically balanced across the different links based on a performance measurement or based on the
links’ relative bandwidths. New connections automatically start to use other links when the Firewall detects that

one of the links fails. The Firewall uses NAT to direct the traffic through the different links to make the source IP

address valid for the link used.

Standby NetLinks act as backup Internet connections that are only activated if all primary NetLinks fail. Using
standby NetLinks provides high availability of Internet connectivity, but is less expensive than having multiple
NetLinks active at the same time. Using Multi-Link for load balancing can also help reduce costs. Traffic can be
balanced between two or more slower, less expensive, Internet connections instead of one faster connection.
Most often, multiple network links are used to guarantee continuity of Internet access, but you can also use Multi-
Link to provide redundant links for internal networks.

Multi-Link technology provides highly available network connections for the following scenarios:

®  Qutbound connections — Multi-Link routing makes sure that outbound traffic always uses the optimal link
toward its destination and allow you to configure standby links as backups. The traffic can be distributed
across the links in several different ways.

® Inbound connections — The built-in inbound traffic management feature can use Multi-Link to guarantee
continuity of the services that your company offers to external users.
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VPN connections — The Multi-Link tunnel selection for VPN traffic is done independently from other types
of traffic. Standby links can also be selected independently for a VPN. Connections that use Multi-Link VPN
tunnels are transparently moved to other NetLinks even if the NetLink that they are using fails.

Related concepts

Getting started with outbound traffic management on page 711

Using Multi-Link with Server Pools in inbound traffic management on page 728
VPNs and Multi-Link for SD-WAN on page 1127

Clustered Multi-Link VPNs

Forcepoint NGFW in the Firewall/VVPN role provides fast, secure, and reliable VPN connections. The added
benefits of the clustering and Multi-Link technologies provide load balancing and failover for both the VPN
gateways and the network connections.

The system’s scalability allows you to control how many tunnels are created and used.

The VPN links can be in three different modes:

Active — When there are multiple links in active mode, traffic is dynamically balanced across the different links
based on a performance measurement or based on the relative bandwidths of the links.

Aggregate — When there are multiple links in aggregate mode, each connection is balanced between all the
aggregate links in round robin fashion.

Standby — Standby links are only used if the active or aggregate links fail.

Related concepts
VPNs and how they work on page 1113

Dynamic link selection for Multi-Link traffic

Some traffic is affected more easily by changes in the quality of the connection. Forcepoint NGFW in the Firewall/
VPN role can dynamically select the ISP link that best matches the quality requirements of traffic.

Dynamic link selection has the following benefits:

Using the connection that best matches the quality requirements of the traffic maximizes the performance of
the applications that use the connection.

Specifying which connection types are preferred, avoided, or not used allows you to use more expensive
standby connections only when necessary.

For example, when all connections are working normally, you can configure business-critical traffic to use one
link and all other traffic to use another link.

Dynamic link selection is supported on NGFW Engines, Master NGFW Engines, and Virtual NGFW Engines in
the Firewall/VVPN role.

Dynamic link selection is only supported for layer 3 physical interfaces.

Related concepts
Getting started with dynamic link selection on page 761
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Quality of Service (QoS) and bandwidth
management

Quality of Service (QoS) Policies are interface-specific rules on a Firewall that help you ensure that important
network services are given priority over less important traffic.

With QoS rules, you can set up a minimum guaranteed bandwidth and maximum bandwidth limit for traffic, and
set a priority value for the traffic. You can optionally define settings for Active Queue Management (AQM) to
queue and send traffic according to a scheduling algorithm. Sending traffic reduces the volume of dropped or
retransmitted packets when there is network congestion.

You can also create DSCP Match/Mark rules that read or write DiffServ Code Point (DSCP) type of service (ToS)
field values. Creating DSCP Match/Mark rules allows you to integrate the Firewall with other network equipment
that implements QoS management in your own or your ISP’s network.

Related concepts
Quality of Service (QoS) and how it works on page 933

Application routing

Application routing allows you to apply different NAT rules to traffic, select which VPN traffic uses, and redirect
traffic to different proxy servers depending on the network applications detected in the traffic.

Application routing provides the following benefits:

®  Many network applications are offered from data centers around the world. Traffic related to specific network
applications can be routed to the data center that is geographically closest to the source of the traffic.

®  Application routing allows you to optimize the use of limited bandwidth.

Application detection works best on protocols where the client initiates communication. Protocols in which this
happens are typically HTTP and HTTPS. To ensure that a Network Application element can be used for matching
in application routing, only use elements that have the Application Routing tag. The tag might be added to
additional Network Application elements in dynamic update packages.

Some examples of use cases for application routing include the following:

® You can route traffic from specific network applications through the local Internet connection, and route other
business traffic to a data center using another connection, such as MPLS.

® You can exclude specific network applications from being redirected to proxies.

® You can direct some network applications to one proxy, and direct the rest of the web traffic to another proxy.

®  You can direct all traffic related to a specific network application to one ISP connection, and reserve the other
ISP connection for more important traffic. For example, you could direct YouTube traffic to a low-cost ISP
connection, and direct business-critical traffic to a faster, but more expensive ISP connection.

Built-in inbound traffic management

The built-in Server Pool feature allows Firewalls to monitor a pool of alternative servers that offer the same
service to the users.

If one of the servers becomes unavailable or overloaded, the Firewall automatically redirects new connections
to the alternative servers. Server pools can also interact with the Multi-Link feature for high availability of the
incoming network connection.
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Related concepts
Getting started with inbound traffic management on page 727

Integrating Firewall/VPN with IPS and Layer 2
Firewalls

You can use Forcepoint NGFW in the Firewall/VPN, IPS, and Layer 2 Firewall roles together for traffic inspection.

IP address blacklisting is a shared feature for NGFW in the Firewall/VVPN, IPS, and Layer 2 Firewall roles.

Blacklisting allows blocking harmful traffic not just at the component that detects it, but also on other engines on
the connection path.

Instead of using NGFW Engines in the IPS or Layer 2 Firewall role, you can also use layer 2 interfaces on NGFW
Engines in the Firewall/VPN role for traffic inspection.

Related concepts
Layer 2 interfaces for Forcepoint NGFW in the Firewall/\VPN role on page 32
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Chapter 3

Introduction to Forcepoint NGFW
in the IPS and Layer 2 Firewall
roles

®  What IPS engines and Layer 2 Firewalls do on page 41

B How IPS engines and Layer 2 Firewalls respond to incidents on page 42
®  Main benefits of IPS engines and Layer 2 Firewalls on page 43

m  |PS Cluster load balancing on page 44

®  Disconnect mode for IPS engines and Layer 2 Firewalls and how it works on page 44

The NGFW Engines in the IPS and Layer 2 Firewall roles are part of the Forcepoint NGFW solution. The IPS

component provides intrusion detection and prevention, and the Layer 2 Firewalls provide access control and deep
inspection of traffic.

What IPS engines and Layer 2 Firewalls
do

An IPS engine or a Layer 2 Firewall picks up and examines network traffic in real time. Layer 2 Firewalls and IPS
engines perform event correlation and analysis for traffic they inspect.

E Note
| 4

Layer 2 Firewalls are basic firewalls with a limited set of features. They provide access control and
deep inspection of traffic. More advanced firewall features such as VPNs and authentication are not
supported on Layer 2 Firewalls.

Layer 2 Firewalls and IPS engines detect known attacks using attack signatures that are augmented with protocol
awareness to form attack fingerprints. Protocol awareness decreases the number of false positives compared

to simple signatures. Each pattern is applied only to the correct type of traffic. For example, an attack that uses
HTTP can be detected when the pattern is seen in HTTP traffic. The HTTP pattern does not falsely match an
email message header transported over SMTP.

While fingerprinting accurately detects known attacks, it does not detect attacks that are not yet known. IPS and
Layer 2 Firewall engines provide two types of anomaly detection to complement fingerprinting:

®  Protocol analysis identifies violations in network communications, such as unexpected data, incorrect
connection states, and additional or invalid characters. Detecting such violations is useful because many
attacks purposely violate standards to trigger abnormal operating responses in vulnerable target systems.
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Statistical anomaly detection gathers traffic statistics to detect events such as slow scans and unusual number
of connections. This method tracks patterns based on frequency and sequence of events, or the occurrence of
sets of related events within a specified time range. For example, many connection attempts from one host to
many ports and IP addresses indicates a network scan.

Layer 2 Firewalls and IPS engines can also initiate immediate responses to any threats that they detect.
Depending on how they are installed, engines can also block traffic based on commands that other components

send.

How IPS engines and Layer 2 Firewalls
respond to incidents

There are various responses that an IPS engine and a Layer 2 Firewall can take when it detects traffic of interest.
For example, they can log the connection or actively filter out the traffic.

Several responses are available:

As the mildest response, an event can be logged. The log entries can be used, for example, for generating
statistical reports. Generating statistical reports might be appropriate, for example, for tracking trends in
normal network traffic patterns.

A step up from a log entry is to generate an alert entry that can be escalated to administrators through multiple
configurable alert channels. Alert channels include email, mobile phone text messaging (SMS), and SNMP, in
addition to being used like log entries.

Also, logs and alerts can record the full packet headers and data payload for further analysis.

E Note
| 4

Storing or viewing the packets’ payload can be illegal in some jurisdictions due to laws related to the
privacy of communications.

Blacklisting makes it possible to block unwanted network traffic for a specified time. IPS engines and Layer
2 Firewalls can add entries to their own blacklists based on events in the traffic they inspect. They can also
send blacklist requests to other NGFW Engines. Connections that match the blacklist are mainly stopped
(depending on the enforcing component’s policy).

The available responses on an IPS engine or Layer 2 Firewall depend on the engine’s physical configuration.
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Main benefits of IPS engines and Layer 2
Firewalls

IPS engines and Layer 2 Firewalls have four key benefits: accuracy, manageability, scalability, and high
availability.

Accuracy of IPS engines and Layer 2 Firewalls

To provide the best possible accuracy, the IPS and Layer 2 Firewall engines provide multiple detection methods
that complement each other.

Effective response to network security incidents requires the capability to recognize an enormous number of
possible threats. The IPS system must not produce a high number of false alarms that:

®  Engage the system administrators in needless investigations.
®  Automatically stop legitimate business communications.

Attack signatures are supplemented with protocol-specific matching to produce accurate fingerprints of attacks.
The observations on network traffic are not passed on to administrators directly, but instead collected together for
further analysis and combined presentation.

What is considered to be a serious threat to a crucial system in one environment might not be considered an
event at all in another network. There is more than one set of traffic inspection policies that would work ideally
in every environment. So IPS and Layer 2 Firewall provides detailed customization possibilities for the entire
inspection process. The efficient configuration tools provide default policies that can be edited using drag and
drop, while still allowing highly detailed controls for advanced configuration.

With accurate detection results, efforts can be concentrated on countering real threats instead of working on
analyzing an endless stream of false alarms.

Manageability of IPS engines and Layer 2
Firewalls

IPS engines and Layer 2 Firewalls provide network administrators the tools to save time, reduce mistakes, and
get a network overview.

While ease-of-use is one of the main goals for the product, IPS engines and Layer 2 Firewalls do not achieve it
by cutting the available features. The system provides extensive inspection process tuning possibilities, detailed
information for monitoring, advanced automation, and tools for complete remote management (including all
software upgrades). The distributed architecture allows components to be on separate computers and in different
networks. Components can even be in different countries and continents — and still be easily managed as a
single system.

An easy-to-use system helps the administrators concentrate on investigating the security threats instead of
configuring the security systems.
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Scalability and high availability of IPS engines
and Layer 2 Firewalls

Scalability and high availability guarantee that the system can adapt to growing needs, simplify planned
maintenance, and protect against hardware failure. IPS engines and Layer 2 Firewalls can be flexibly scaled up
to form clusters of up to 16 devices that work as a single virtual entity.

Clustering IPS engines improves performance and provides high availability for the traffic inspection service.

In Layer 2 Firewall Clusters, only one Layer 2 Firewall node is active at a time. The other Layer 2 Firewall nodes
remain in standby mode. If the active Layer 2 Firewall node fails, one of the standby nodes automatically starts
processing traffic.

IPS Cluster load balancing

In a load-balanced cluster, traffic is dynamically balanced between the nodes.

The recommended way to cluster the nodes in an IPS Cluster is load-balanced clustering, where traffic
is balanced between the nodes dynamically. Load-balanced clustering provides both fault tolerance and
performance benefits.

When load-balanced clustering is used, the traffic arriving at the IPS Cluster is balanced across the nodes with a
load-balancing filter. This filtering process distributes packets between the IPS Cluster nodes and tracks packet
distribution. The IPS Cluster determines the packet ownership of the nodes by comparing the incoming packet
with node-specific values based on the packet headers.

The IPS Cluster tracks which node is handling each ongoing connection. As a result, the same node can handle
all packets that are part of a given connection. Some protocols use multiple connections, which are sometimes
handled by different nodes, but this usually does not affect the processing of the traffic.

Disconnect mode for IPS engines and
Layer 2 Firewalls and how it works

IPS engines and Layer 2 Firewalls support disconnect mode, which enables constant monitoring of link
connections and minimizes delays caused by link failures.

E Note
| 4

Disconnect mode is supported only on modular Forcepoint NGFW appliance models that have full-
sized bypass interface modules (not mini modules).

When IPS engines or Layer 2 Firewalls are deployed in inline mode, link failures cause significant traffic transfer
delays if the link failure is undetected. Failure to detect link failures can be prevented in disconnect mode.

If a link fails on one side of an Inline Interfaces pair, the IPS engine or Layer 2 Firewall:
® Detects the failure

®  Simulates cable disconnection on the other side

m  Takes down the other side's link transmitter (TX)
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The IPS engine or Layer 2 Firewall continues to monitor the receiver (RX) side of a pair of Inline Interfaces. It
detects when the link is up again and brings the transmitter (TX) backup accordingly.
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Part li
Deployment

®  Deploying the SMC on page 49

®  Deploying Forcepoint NGFW in the Firewall/VPN role on page 55
®  Deploying Forcepoint NGFW in IPS and Layer 2 Firewall roles on page 67

Before you can set up the system and start configuring elements, you must consider how the different SMC
components should be positioned and deployed.
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Chapter 4
Deploying the SMC

®  Overview of SMC deployment on page 49

®m  Security considerations for SMC deployment on page 50

®  Positioning the Management Server on page 51

®  Positioning Log Servers on page 51

®  Positioning Management Clients on page 52

B Alternative methods for accessing the Management Client on page 52
®  Example: SMC deployment on page 53

®  Post-installation steps for the SMC on page 53

When deploying the SMC, there are some general guidelines for positioning components to guarantee the security of
the system.

Overview of SMC deployment

The positioning of SMC components depends on the size and complexity of the network environment.

Supported platforms for SMC deployment

SMC server components can be installed on third-party hardware or they are available as a dedicated Forcepoint
NGFW Security Management Center Appliance (SMC Appliance).

Third-party hardware

CAUTION

Do not install the SMC components on Forcepoint NGFW hardware.

®  You can install the SMC on third-party hardware that meets the hardware requirements. For information about
hardware requirements, see the Release Notes.

®  You can install all SMC server components on the same computer, or install separate components on different
computers.

® |n alarge or geographically distributed deployment, we recommend installing the Management Server, Log
Server, and optional Web Portal Server on separate computers.
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SMC Appliance

The Management Server and a Log Server are integrated with the hardware operating system as a dedicated
server appliance.

General SMC deployment guidelines

The basic SMC installation consists of a Management Server, a Log Server, and the Management Client.

It is possible to run the Management Server and the Log Server on the same computer in low-traffic
environments. In larger environments, the components are run on dedicated servers. Several Log Servers
might be needed in large or geographically distributed organizations. The Management Client connects to the
Management Server for configuring and monitoring the system and to Log Servers for browsing the log entries.

General guidelines for SMC components in an SMC deployment

Component | General guidelines

Management | Position on a central site where it is physically accessible to the administrators responsible for
Server maintaining its operation.

Log Servers Place the Log Servers centrally and locally on sites as needed based on log data volume and
administrative responsibilities.

Web Portal The Web Portal Server can be deployed in any location that has network access to the
Server Management Server and the Log Servers.

Management | The Management Client can be used from any location that has network access to the
Client Management Server and the Log Servers.

Security considerations for SMC
deployment

The information stored in the Security Management Center (SMC) is highly valuable to anyone conducting or
planning malicious activities in your network. Someone who gains administrator rights to the Management Server
can change the configurations.

An attacker can gain access by exploiting operating system weaknesses or other services running on the same
computer to gain administrator rights in the operating system.

Important

Secure the Management Server computer. Anyone who has administrator rights to the operating
system can potentially view and change any SMC configurations.

Consider at least the following points to secure the Management Server and Log Server:

= Prevent any unauthorized access to the servers. Restrict access to the minimum required both physically and
with operating system user accounts.

® We recommend allowing access only to the required ports.

= Never allow Management Client connections from insecure networks.

m Take all necessary steps to keep the operating system secure and up to date.
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®  We recommend that you do not run any third-party server software on the same computer with the SMC
servers.

®  We recommend placing the servers in a separate, secure network segment without third-party servers and
limited network access.

You can optionally use 256-bit encryption for the connection between the engines and the Management Server.
You must also use an Internal ECDSA Certificate Authority to sign certificates for SMC communication.

When you create and use a new Internal ECDSA Certificate Authority to sign certificates for system
communication, the Management Server and the engine re-establish their trust relationship. After the
Management Server and the engine re-establish their trust relationship, 256-bit encryption is enabled for the
connection between the engines and the Management Server.

Related tasks
Change the type of the internal certificate authority on page 142

Related reference
Security Management Center ports on page 1415
Forcepoint NGFW Engine ports on page 1418

Positioning the Management Server

The Management Server is positioned on a corporate headquarters or data center central site where it can reach
all other Security Management Center (SMC) components.

The Management Server does not need to be close to administrators. The Management Clients connect to the
Management Server and Log Servers over the network using an encrypted connection.

We recommend using the same SMC to manage all your engines. This unified approach simplifies managing
physically distributed network environments and allows closer integration, for example, sending blacklist requests
from IPS engines to Firewalls. The configuration information and log data can then be shared and used efficiently
together. A single Management Server can manage many components efficiently. You can optionally install one
or more additional Management Servers for a high availability setup. Only one Management Server is active at a
time. The additional Management Servers function as standby Management Servers.

E Note
| 4

The SMC Appliance does not support high availability for the Management Server or the Log Server.

The Management Server also handles active alerts and alert escalation to inform the administrators of critical
events. In an environment with multiple Management Servers, all active alerts are replicated between the
Management Servers.

Positioning Log Servers

Log Servers store engine-generated logs and traffic captures. Several Log Servers can be located both on a
central site as well as at remote sites.

The transferred amounts of data can be substantial, so the primary concern for Log Server deployment is the
number and throughput of the engine components that send data to the Log Server. A single shared Log Server
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can be sufficient for a number of remote sites with low traffic volumes, whereas a large office with very high
volumes of network traffic might require even several Log Servers for efficient use.

Positioning Management Clients

The Management Client provides an interface for managing and monitoring the system.

The Management Client can be used anywhere for system administration and for browsing logs and alerts.
The NGFW Engines are managed through the Management Server, so the Management Client never connects
directly to the engines.

Alternative methods for accessing the
Management Client

As an alternative to downloading and installing the Management Client on each workstation that an administrator
uses, you can run the Management Client in a web browser, or you can download the Management Client from
the Management Server.

m SMC Web Access — You can enable the feature on the Management Server or Web Portal Server.
Administrators log on to the Management Client on a web page, and the Management Client runs as an
HTMLS5 application in the web browser. The web browser is the only requirement on the workstation.

® SMC downloads — You can enable the feature on the Management Server. Administrators download and
install the Management Client from the SMC Downloads web page.
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Example: SMC deployment

In this example deployment, a company has operations in three different locations. There are some NGFW
Engines and administrators who are responsible for managing the local equipment at each site.

Example of a distributed Security Management Center (SMC) deployment

Combined local Log Server and

additional Management Server Management Clients

Management Clients Site B

Log Servers

P
I\\\\j Management
Client

Management
Server

Site A is the main site of the company. The active Management Server that manages all local and remote
components is at Site A. The main administrators responsible for maintaining the server are also stationed there.
There are also two separate Log Servers at Site A. There are a high number of NGFW Engines at this site,
producing a high volume of logs. The Log Servers also work as backup servers for each other.

Site B is a large branch office that is also designated as the disaster recovery site for the main site. The most
important services are duplicated. This site has a moderate number of NGFW Engines. A separate Log Server is
installed at Site B to ensure swift log browsing for the local administrators.

Site C is a small branch office that has only a few NGFW Engines. There is a single local administrator who is an
infrequent user of the SMC. There are no SMC components at Site C; the local NGFW Engines send their data to
the Log Servers at Site A.

Post-installation steps for the SMC

After installing the SMC, you must complete some configuration tasks to guarantee the efficient management and
security of the system.

The basic administration tasks you must complete after installation include the following:

m  Schedule automatic Backup Tasks to back up the essential configuration information stored on the
Management Server.

m  Set up automated tasks to manage the gathered log data and prevent the Log Server storage space from
filling up with logs.

We also highly recommend that you set up the following features:
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®  Define additional administrator accounts and delegating administrative tasks.
®  Review settings for automatic updates and making sure the feature works to keep your system current.
m Define custom alerts and alert escalation policies.

To efficiently manage the system, you must also familiarize yourself with monitoring system operation.
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Chapter 5
Deploying Forcepoint NGFW in
the Firewall/VPN role

®m  Supported platforms for Forcepoint NGFW deployment on page 55

®  Deploying NGFW Engines on cloud-based virtualization platforms on page 56

B Running NGFW Engines as Master NGFW Engines on page 57

B Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 58
®  Hardware for Firewall Cluster nodes on page 58

®  Guidelines for deploying Forcepoint NGFW in the Firewall/VVPN role on page 58

®  Positioning Firewalls on page 59

B Post-installation steps for Forcepoint NGFW in the Firewall/\VPN role on page 64

m  Cable connection guidelines for Firewalls on page 65

The positioning of a firewall depends on the network environment and the function of the firewall.

Supported platforms for Forcepoint
NGFW deployment

You can run NGFW Engines on various platforms.

The following general types of platforms are available for NGFW Engines:

®  Purpose-built Forcepoint NGFW appliances

E Note
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For information about supported appliance models, see Knowledge Base article 9743.

® VMware ESX and KVM virtualization platforms

®  Microsoft Hyper-V virtualization platform (Firewall/VPN role only)

®  Microsoft Azure cloud (Firewall/VPN role only)

®  Amazon Web Services (AWS) cloud (Firewall/VPN role only)

®m  Third-party hardware that meets the hardware requirements

For supported versions of virtualization platforms, see the Release Notes.

The NGFW Engine software includes an integrated, hardened Linux operating system. The operating system
eliminates the need for separate installation, configuration, and patching.
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Related concepts
Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 58
Configuration of Master NGFW Engines and Virtual NGFW Engines on page 507

Deploying NGFW Engines on cloud-
based virtualization platforms

You can deploy NGFW Engines on cloud-based virtualization platforms, such as the Amazon Web Services
(AWS) cloud and the Microsoft Azure cloud.

NGFW Engines on cloud-based virtualization platforms provide VPN connectivity, access control, and inspection
for services hosted on cloud-based virtualization platforms.

For information about deploying NGFW Engines in the AWS cloud, see the document How fo deploy Next
Generation Firewall in the Amazon Web Services cloud and Knowledge Base article 10156.

For information about deploying NGFW Engines in the Azure cloud, see the document How to deploy Next
Generation Firewall in the Azure cloud and Knowledge Base article 14485.

After deployment, you can manage NGFW Engines on cloud-based virtualization platforms using the
Management Client in the same way as other NGFW Engines. If you deploy NGFW Engines that use the scaling
feature, you can only preview the NGFW Engines and make changes to the Firewall policies.

E Note
| 4

Only the Firewall/VVPN role is supported. Firewall Clusters, Master NGFW Engines, and Virtual
Firewalls are not supported.

Licensing

Two licensing models are supported.

= Bring Your Own License — You pay only the AWS or Azure standard runtime fee for the NGFW Engine
instance. You must install a license for the NGFW Engine in the SMC.

= Hourly (pay as you go license) — You pay the AWS or Azure standard runtime fee for the NGFW Engine
instance plus an hourly license fee based on the runtime of the NGFW Engine. No license installation is
needed for the NGFW Engine in the SMC.

For features that require separate licenses, the SMC automatically detects which licensing model the NGFW
Engine uses.
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Support for scaling in cloud-based
virtualization platforms

When NGFW Engines are deployed from the Microsoft Azure or AWS cloud environment, additional instances
can be created and removed, depending on traffic load.

You deploy the Cloud Auto-Scaled Firewalls from the cloud environment, and in the Management Client, the
Cloud Auto-Scaled Firewalls are automatically added to Cloud Auto-Scaled Group elements. You can monitor the
Cloud Auto-Scaled Firewalls in the Home View, for example.

Limitations

® Cloud Auto-Scaled Firewalls cannot be edited in the Management Client.

®  The automatic scaling feature is only supported in the Azure cloud. In the AWS cloud, you must add and
remove instances manually.

Running NGFW Engines as Master
NGFW Engines

There are some hardware requirements and configuration limitations when you use an NGFW Engine as a
Master NGFW Engine.

Running the NGFW Engine as a Master NGFW Engine does not require a third-party virtualization platform.
When you run Forcepoint NGFW as a Master NGFW Engine, the Forcepoint NGFW hardware provides the virtual
environment and resources for the hosted Virtual NGFW Engines. You must always install the Forcepoint NGFW
software on a hardware device to run the NGFW Engine as a Master NGFW Engine.

You can run Master NGFW Engines on the following types of hardware platforms:

. Purpose-built Forcepoint NGFW appliances with 64-bit architecture
®  Third-party hardware with 64-bit architecture that meets the hardware requirements

For information about system requirements, see the Release Notes.

The following limitations apply when you use an NGFW Engine as a Master NGFW Engine:

m  Each Master NGFW Engine must run on a separate 64-bit physical device.

m  All Virtual NGFW Engines hosted by a Master NGFW Engine or Master NGFW Engine cluster must have the
same role and the same Failure Mode (fail-open or fail-close).

m  Master NGFW Engines can allocate VLANs or interfaces to Virtual NGFW Engines. If the Failure Mode of
the Virtual IPS engines or Virtual Layer 2 Firewalls is Normal (fail-close) and you want to allocate VLANSs to
several engines, you must use the Master NGFW Engine cluster in standby mode.

Related concepts
Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 58
Configuration of Master NGFW Engines and Virtual NGFW Engines on page 507
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Hardware requirements for installing
Forcepoint NGFW on third-party
hardware

There are some basic hardware requirements when you run Forcepoint NGFW on third-party hardware.

For more information, see the Release Notes.

For information about supported Ethernet interface types and adapters, see Knowledge Base article 9721.

CAUTION

Check that the Automatic Power Management (APM) and Advanced Configuration and Power
Interface (ACPI) settings are disabled in BIOS. Otherwise, the engine might not start after
installation or can shut down unexpectedly.

CAUTION

The hardware must be dedicated to the Forcepoint NGFW. No other software can be installed on it.

Hardware for Firewall Cluster nodes

You can run different nodes of the same cluster on different types of hardware.

The hardware the cluster nodes run on does not need to be identical. Different types of equipment can be used
as long as all nodes have enough network interfaces for your configuration. Firewall Clusters can run on a
Forcepoint NGFW appliance, on a standard server with an Intel-compatible processor, or as a virtual machine on
a virtualization platform.

If equipment with different performance characteristics is clustered together, the load-balancing technology
automatically distributes the load so that lower performance nodes handle less traffic than the higher
performance nodes. However, when a node goes offline, the remaining nodes must be able to handle all traffic on
their own to ensure high availability. For this reason, it is usually best to cluster nodes with similar performance
characteristics.

Guidelines for deploying Forcepoint
NGFW in the Firewall/VPN role

There are some general deployment guidelines for Firewalls, Master NGFW Engines, and the SMC.

Guidelines for deploying Forcepoint NGFW in the Firewall/VPN role

Component General Guidelines

Management Server | Position on a central site where it is physically accessible to the administrators
responsible for maintaining its operation.
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Component General Guidelines

Log Servers

Place the Log Servers centrally and locally on sites as needed based on log data volume
and administrative responsibilities.

Management Clients

Management Clients can be used from any location that has network access to the
Management Server and the Log Servers.

Management Server

Position on a central site where it is physically accessible to the administrators
responsible for maintaining its operation.

Firewalls Position Firewalls at each location so that all networks are covered.
Firewalls can be clustered. Functionally, the Firewall Cluster is equal to a single high-
performance Firewall. Cluster deployment sets up a heartbeat link between the Firewalls.
The heartbeat link allows the devices to:
®m  Track each others’ operating status.
®m  Agree on the division of work.
®  Exchange information on traffic.
Master NGFW Position Master NGFW Engines where Virtual NGFW Engines are needed. For example,
Engines at a hosting location for MSSP services or between networks that require strict isolation.

Master NGFW Engines can be clustered. A clustered Master NGFW Engine provides
scalability and high availability. In a Master NGFW Engine Cluster, the Virtual Resource
is active in one Master NGFW Engine at a time. Cluster deployment sets up a heartbeat
link between the Firewalls. The heartbeat link allows the devices to:

®m  Track each others’ operating status.
®m  Agree on the division of work.
®  Exchange information on traffic.

Positioning Firewalls

The Firewall is a perimeter defense, positioned between networks with different security levels.

Firewalls generally control traffic between:

m  External networks (the Internet) and your internal networks.

m  External networks (the Internet) and DMZ (demilitarized zone) networks.

®m Between internal networks (including DMZs).

Firewalls separate the different networks by enforcing rules that control access from one network to another.
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The Firewall in different types of network segments

Restricted

Network
External
Networks ) .
Firewall Firewall

Not all organizations necessarily have all types of networks that are shown here. One Firewall can cover
all enforcement points simultaneously if it is practical in the network environment and compatible with the
organization’s security requirements.

In multi-layer deployment, a Firewall can have both layer 2 physical interfaces and layer 3 physical interfaces.
Layer 2 interfaces on Firewalls allow the engine to provide the same kind of traffic inspection that is supported on
IPS engines and Layer 2 Firewalls.
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The Firewall in a multi-layer deployment

o © 0 N o

Traffic inspection only
Routed traffic and traffic inspection

Layer 3 physical interface
These interfaces can route traffic.

Layer 2 physical interface of the inline IPS interface or inline Layer 2 Firewall interface type
These interfaces cannot route traffic. They can only provide traffic inspection.

Layer 2 physical interface of the capture interface type
These interfaces cannot route traffic. They can only provide traffic inspection.

DMZ network
Department A internal network
Department B internal network

Internal network

External networks
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Using firewalls to separate internal and
external networks

The most common and most important use for a firewall is to separate internal networks from the public Internet.

External network considerations for firewalls

Description Implications on Firewalls

Main purpose

Connectivity between the protected
and public networks.

The Firewall selects which traffic is permitted into
and out of the internal networks and translates
addresses between internal IP addresses and public
IP addresses. The Firewall is typically also a VPN
endpoint.

but local access to the hosts is
restricted to the administrative staff
only.

Hosts Only equipment directly connected | The communicating hosts in external networks are
to the public network, such as unknown in many cases. IP address spoofing is a
routers and the Firewall. possibility. External hosts can be trusted if they are

identified using VPN authentication mechanisms.

Users Access to this network is open, Internal users are known and trusted. Users in

public networks are unknown and untrusted. VPN
authentication and encryption can be used to allow
specific users access from external networks to
internal resources.

Traffic volume

Varies from low to high, generally
the full bandwidth of all Internet
links combined.

Hardware requirements vary depending on the
environment. Clustering allows flexible firewall
throughput adjustments. Multi-Link allows high
availability and load balancing for outbound
connections. QoS Policies can control the bandwidth
use.

Traffic type

Any type of traffic can be
encountered, especially in incoming
traffic.

Some filtering is done by the
Internet service provider.

The Firewall controls which traffic is allowed into your
networks. It is beyond the Firewall’s control what and
how much traffic it receives from the public networks.
Advanced inspection checks can be activated on

the Firewall and traffic can be redirected to a proxy
service, depending on the protocol.

Network security

Little or no access controls to
pre-filter traffic arriving from the
Internet. Ensure that the hosts in
this network are security-hardened
and actively patched against known
vulnerabilities.

Ensure the Firewall’s policy is as restrictive as
possible. Generally, new connections are not allowed
from the external to the internal networks (servers
for external services are placed in DMZs). After use,
disable SSH access to the Firewall’'s command line
from external networks.
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Using firewalls to separate internal networks

Internal networks are mixed environments with servers and end-user computers. Firewalls restrict traffic between
the different internal networks, but traffic within each network is often not secured in any significant way.

Internal network considerations for firewalls

Description Implications on Firewalls

Main purpose

Network services and connectivity
for authorized end users. Back-end
servers that serve other networks
and user groups.

Internal networks transfer confidential data but can be
permissive for the traffic within the network. Firewalls
can control access between different internal networks
to enforce different security levels and prevent some
types of network threats.

Hosts Mixed environment consisting of Network communications of the servers and the end-
servers, laptops, desktops, network | user computers differ in characteristics. Hosts can be
printers, and copiers. actively maintained and patched to reduce some types

of risks. Access between networks can be restricted
based on the type of host. Firewall logs provide a
record of network use and alerts can be configured for
unusual connection attempts.

Users Authorized personnel. Users can be considered trusted, but on various levels.

The Firewall authenticates users for access between
internal networks that have different security levels.

Traffic volume

Varies from low to high. Grows
highest at network choke-points in
large environments.

Installation at network choke-points often requires
high-performance hardware. Clustering can provide
load balancing and high availability in critical locations.

Traffic type

Diverse, with many different
applications communicating within
and in/ out of the network.

The Firewall policy must balance users’ demands for
a wide range of different services with the need to
keep the internal networks safe. Advanced inspection
features further inspect permitted communications.

Network security

A “trusted network” where the users
and the traffic are considered to be
authorized.

The Firewall establishes boundaries between networks
to protect sensitive data and essential services.
Availability of network services sometimes overrides
security.

Using firewalls to separate DMZ networks

DMZ networks (demilitarized zone networks, also known as perimeter networks) are isolated environments for
servers that offer services mainly for external access.

DMZ considerations for firewalls

Description

Implications on Firewalls

Main purpose

DMZs provide a limited number of
services, mostly for external users.
The services are often business-

critical and open for public access.

The Firewall selects which traffic is permitted into
and out of the DMZs. The Firewall typically also
translates IP addresses from public IP addresses
that are routable in the external networks to private
addresses used in internal networks. VPNs can be
used to provide services for partner-type users.
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Description Implications on Firewalls

public or semi-public services.

Hosts A uniform environment consisting
mainly of servers that often provide

A limited number of services are provided to an often
large number of hosts. Some types of administrative
access are allowed to a few specific trusted hosts.

Users Mostly unknown, but some
services can be for specific

permissions.

users. Administrators have wider

Users are often unknown or authenticated by the
target servers themselves. Firewall authentication
can be useful for restricting administrator rights from
internal networks.

Traffic volume Low to medium, generally the

networks). Traffic to other local
networks can be high in volume.

full bandwidth of all Internet links
combined (shared with other local

Hardware requirements vary depending on the
environment. Clustering allows flexible adjustments to
throughput. The inbound traffic management features
can balance traffic between redundant servers.

Traffic type Rather uniform traffic, with only

of the networks.

specific applications and servers
communicating within, into, and out

The Firewall controls which traffic is allowed access
in and out of each DMZ from external and internal
networks. Usually, only a few specific services have
to be allowed. Advanced inspection checks can be
activated on the Firewall and traffic can be redirected
to a proxy service, depending on the protocol.

use.

Network security | A network between the trusted and
untrusted security zones allowing
access for authorized and public

External access to services makes the servers in a
DMZ a target for attacks. Connections between the
DMZ networks and to other internal networks facilitate
further attacks, so these connections must be strictly
controlled.

Post-installation steps for Forcepoint
NGFW in the Firewall/VPN role

There are some steps to follow after you have completed the installation, installed a basic policy, and turned the

Firewalls online.

E Note
| 4

The configuration information is stored on the Management Server. Most changes are transferred to
the engines only when you install or refresh the Firewall Policy.

The basic administration tasks you must learn or complete next include the following:

®m Read and control the operating state of Firewall engines.

®  Adjust the automatic tester that monitors the operation of the Firewalls and the surrounding network.

m Develop your Firewall Policies further.

The most typical customization steps include:

®  Configure multiple network connections for load-balanced, highly available networking.

m  Configure traffic management for incoming connections to groups of servers.

®  Set up bandwidth management and traffic prioritization policies.

Configure the firewall to redirect traffic to proxy services.
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®  Configure secure connectivity between different locations and for traveling users.

Cable connection guidelines for
Firewalls

The cabling of Firewalls depends on the engine type and the installation.
Make sure that all Ethernet cables are correctly rated (CAT 5e or CAT 6 in gigabit networks).

If you have a two-node Firewall Cluster, it is recommended to use a crossover cable without any intermediary
devices between the nodes. If you use an external switch between the nodes, follow these guidelines:

®  Make sure that portfast is enabled on the external switches.

®m  Make sure that the speed/duplex settings of the external switches and the Firewall devices are set to Auto.
m  Configure the external switches to forward multicast traffic.

For layer 2 physical interfaces on Firewalls, follow these cable connection guidelines:
m  Capture interfaces — Follow the cable connection guidelines for IPS and Layer 2 Firewalls.

® Inline IPS interfaces — Follow the cable connection guidelines for IPS.
® Inline Layer 2 Firewall interfaces — Follow the cable connection guidelines for Layer 2 Firewalls.

Related concepts
Cable connection guidelines for IPS and Layer 2 Firewalls on page 90
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Chapter 6
Deploying Forcepoint NGFW in
IPS and Layer 2 Firewall roles

Supported platforms for Forcepoint NGFW deployment on page 67

Running NGFW Engines as Master NGFW Engines on page 68

Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 69
Guidelines for deploying IPS engines and Layer 2 Firewalls on page 69

Positioning IPS engines and Layer 2 Firewalls on page 70

Deploying IPS engines in IDS or IPS mode on page 73

IPS deployment examples on page 81

Post-installation steps for Forcepoint NGFW in the IPS role on page 85

Deploying Layer 2 Firewalls in IPS or Passive Firewall mode on page 85

Layer 2 Firewall deployment example on page 88

Post-installation steps for Forcepoint NGFW in the Layer 2 Firewall role on page 89
Cable connection guidelines for IPS and Layer 2 Firewalls on page 90

Speed and duplex settings for NGFW Engines on page 93

The positioning of an IPS engine or Layer 2 Firewall depends on the network environment and the function of the IPS
engine or Layer 2 Firewall.

Supported platforms for Forcepoint
NGFW deployment

You can run NGFW Engines on various platforms.
The following general types of platforms are available for NGFW Engines:

®  Purpose-built Forcepoint NGFW appliances

E Note
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For information about supported appliance models, see Knowledge Base article 9743.

= VMware ESX and KVM virtualization platforms

®  Microsoft Hyper-V virtualization platform (Firewall/VPN role only)
®  Microsoft Azure cloud (Firewall/VPN role only)

®  Amazon Web Services (AWS) cloud (Firewall/VPN role only)

®  Third-party hardware that meets the hardware requirements

Deploying Forcepoint NGFW in IPS and Layer 2 Firewall roles | 67


https://support.forcepoint.com/KBArticle?id=Next-Generation-Firewall-appliance-software-support-table

Forcepoint Next Generation Firewall 6.8 | Product Guide

For supported versions of virtualization platforms, see the Release Notes.

The NGFW Engine software includes an integrated, hardened Linux operating system. The operating system
eliminates the need for separate installation, configuration, and patching.

Related concepts
Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 58
Configuration of Master NGFW Engines and Virtual NGFW Engines on page 507

Running NGFW Engines as Master
NGFW Engines

There are some hardware requirements and configuration limitations when you use an NGFW Engine as a
Master NGFW Engine.

Running the NGFW Engine as a Master NGFW Engine does not require a third-party virtualization platform.
When you run Forcepoint NGFW as a Master NGFW Engine, the Forcepoint NGFW hardware provides the virtual
environment and resources for the hosted Virtual NGFW Engines. You must always install the Forcepoint NGFW
software on a hardware device to run the NGFW Engine as a Master NGFW Engine.

You can run Master NGFW Engines on the following types of hardware platforms:

®  Purpose-built Forcepoint NGFW appliances with 64-bit architecture
m  Third-party hardware with 64-bit architecture that meets the hardware requirements

For information about system requirements, see the Release Notes.

The following limitations apply when you use an NGFW Engine as a Master NGFW Engine:

®m  Each Master NGFW Engine must run on a separate 64-bit physical device.

m  All Virtual NGFW Engines hosted by a Master NGFW Engine or Master NGFW Engine cluster must have the
same role and the same Failure Mode (fail-open or fail-close).

m  Master NGFW Engines can allocate VLANs or interfaces to Virtual NGFW Engines. If the Failure Mode of
the Virtual IPS engines or Virtual Layer 2 Firewalls is Normal (fail-close) and you want to allocate VLANSs to
several engines, you must use the Master NGFW Engine cluster in standby mode.

Related concepts
Hardware requirements for installing Forcepoint NGFW on third-party hardware on page 58
Configuration of Master NGFW Engines and Virtual NGFW Engines on page 507
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Hardware requirements for installing
Forcepoint NGFW on third-party
hardware

There are some basic hardware requirements when you run Forcepoint NGFW on third-party hardware.

For more information, see the Release Notes.

For information about supported Ethernet interface types and adapters, see Knowledge Base article 9721.

CAUTION

Check that the Automatic Power Management (APM) and Advanced Configuration and Power
Interface (ACPI) settings are disabled in BIOS. Otherwise, the engine might not start after
installation or can shut down unexpectedly.

CAUTION

The hardware must be dedicated to the Forcepoint NGFW. No other software can be installed on it.

Guidelines for deploying IPS engines
and Layer 2 Firewalls

There are some general deployment guidelines for IPS engines, Layer 2 Firewalls, and the Security Management
Center (SMC).

Naturally, there are valid reasons to make exceptions to these general rules depending on the actual network
environment.

General guidelines for IPS and Layer 2 Firewall deployment

Component General Guidelines

Management | Position on a central site where it is physically accessible to the administrators responsible for
Server maintaining its operation.

Log Servers Place the Log Servers centrally and locally on sites as needed based on log data volume and
administrative responsibilities.

Management | Management Clients can be used from any location that has network access to the
Clients Management Server and the Log Servers.

IPS engines Position IPS engines at each location so that traffic in all appropriate networks can be
inspected.

IPS engines can be clustered. Functionally, the IPS Cluster is equal to a single high-
performance IPS engine. Cluster deployments set up heartbeat links between the IPS engines.
The heartbeat links allow the devices to track each others’ operating status and agree on the
division of work.
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Component General Guidelines

Layer 2 Position Layer 2 Firewalls at each location so that traffic in all appropriate networks can be
Firewalls inspected.

Layer 2 Firewalls can be clustered for high availability. Only one Layer 2 Firewall node in the
Layer 2 Firewall Cluster is active at a time. If the active Layer 2 Firewall node goes offline,
another Layer 2 Firewall node automatically starts processing traffic.

Master NGFW | Position the Master NGFW Engines where Virtual NGFW Engines are needed. For example, at
Engines a hosting location for MSSP services or between networks that require strict isolation. Master
NGFW Engines can be clustered. A clustered Master NGFW Engine provides scalability and
high availability. In a Master NGFW Engine Cluster, the Virtual Resource is active in one Master
NGFW Engine at a time. Cluster deployments set up heartbeat links between the engines. The
heartbeat links allow the devices to track each others’ operating status, agree on the division of
work, and exchange information on traffic.

Positioning IPS engines and Layer 2
Firewalls

IPS and Layer 2 Firewall engines pick up passing network traffic for inspection in real time. The positioning of the
engines is the most critical part of the deployment.

Each engine can inspect the network traffic of one or more network segments in IDS and IPS configurations.

The following table describes the modes for IPS engines and Layer 2 Firewalls.

Modes for IPS engines and Layer 2 Firewalls

Role Default Policy Mode Description

IPS Allows everything | Inline In inline (IPS) mode, an IPS engine actively filters traffic. The
that is not IPS engine is connected as a “smart cable” between two network
explicitly denied devices, such as routers and a switch. The IPS engine itself
in the policy. does not route traffic: packets enter through one port, are

inspected, and exit through the other port that makes up the pair
of Inline Interfaces. Failover network interface cards (NICs) are
recommended on the IPS engine to allow network connectivity
when the IPS engine is offline. An inline IPS engine can also
transparently segment networks and control network access.

Capture In capture (IDS) mode, an IPS engine listens to network traffic
that is replicated to the IPS engine through:

®  Port mirroring (switch SPAN ports)
m Dedicated network TAP devices
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Role Default Policy Mode Description

Layer 2 Denies everything | Inline In inline (IPS) mode, a Layer 2 Firewall engine actively filters

Firewall that is not traffic. The engine is connected as a “smart cable” between
explicitly allowed two network devices, such as routers. The engine itself does
in the policy. not route traffic: packets enter through one port, are inspected,

and exit through the other port that makes up the pair of Inline
Interfaces. Fail-open network interface cards (NICs) can only be
used on the Layer 2 Firewall if the Failure Mode of the pair of
Inline Interfaces is Normal. An inline Layer 2 Firewall can also
transparently segment networks and control network access.

Capture In capture (Passive Firewall) mode, a Layer 2 Firewall listens to
(Passive network traffic that is replicated to the Layer 2 Firewall through
Firewall) port mirroring (switch SPAN ports).

Passive A Layer 2 Firewall installs inline between two network devices,
Inline such as routers and a switch, but does not filter traffic. An
inline Layer 2 Firewall can be set to Passive Firewall mode by
configuring the Layer 2 Firewall to only log connections.

The same IPS engine can be used for both IPS and IDS operation simultaneously. For example, an IPS engine
can be deployed inline to examine traffic from one network to another and capture traffic that stays within each
network.

Take the following into consideration when you decide where to install the engines:

m  The critical assets to be protected and the potential attack paths.

®  The most suitable locations along the attack path for detecting and responding to attack attempts to protect
the assets.

m  The volume and profile of traffic to be inspected at each location.

Select the engine role based on the way the engine handles inspected traffic:

m Use a Layer 2 Firewall if traffic must be denied unless it is explicitly allowed.
®  Use an IPS engine if traffic must be allowed unless it is denied.

Example of positioning NGFW Engines in different network segments

777777777 Traffic Capture

Communication Path

,,,,,,,,,,,,,

Department A
Intranet

Switch

Internal
Networks
IPS

Department B
Intranet

Internal
Backbone

The illustration outlines common deployment scenarios for IPS engines in general internal networks and in
DMZ networks. Layer 2 Firewalls can be used in similar scenarios. IPS engines and Layer 2 Firewalls are not
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necessarily needed at each of these points in all environments. A single IPS engine or a single Layer 2 Firewall
can also cover several or even all scenarios simultaneously if the physical setup makes it practical.

Positioning IPS engines and Layer 2 Firewalls
in internal networks

In internal networks, access is permissive for purely internal communications, but there are strict controls at the
perimeter firewall that separates the internal network from public networks.

Inbound traffic from public networks to internal networks is forbidden with few exceptions.

Internal network considerations for IPS engines and Layer 2 Firewalls

Description Considerations for IPS engines and Layer 2 Firewalls
Main purpose | Network services and IPS engines and Layer 2 Firewalls can be used within internal
connectivity for authorized networks and for strengthening the perimeter defense with

users. Back-end servers that | additional layers of inspection.
serve other networks and user
groups.

Hosts Mixed environment consisting | IPS engines and Layer 2 Firewalls can control access between
of servers, laptops, desktops, |internal hosts uncontrolled by other devices. Connections
network printers, and copiers. | between internal network zones are of particular interest for

inspection.
Users Authorized personnel. Access | End-user-controlled devices can be distinguished from other
in and out of the network hosts to create more accurate and fine-grained rules.

controlled by a Firewall.

Traffic volume | Varies from low to high. Grows | Installation at network choke-points where traffic levels are
highest at network choke- high requires high-performance hardware. Clustering and load
points in large environments. | balancing can be applied to increase performance and provide
high availability in critical locations.

Traffic type Diverse with many different A wide range of permitted applications means that the policy
applications communicating has a wide scope. Access control and inspection can be fine-
within and in/ out of the tuned based on the security levels of the different network
network. segments or zones. TLS inspection can be activated to inspect

SSL/TLS encrypted traffic. The IPS engines and Layer 2
Firewalls can also detect and control Application use.

Network A “trusted network” where The primary line of defense is at the perimeter.
security the users and the traffic are It is possible that authorized users in the trusted network
considered to be authorized. | become willingly or accidentally involved in a security incident.

Positioning IPS engines and Layer 2 Firewalls
in DMZ networks

DMZ networks (demilitarized zone networks, also known as perimeter networks) allow inbound access to a wide
range of users, but are unified environments in terms of devices.

The services offered are limited in number as well and their allowed usage is often strictly defined.
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DMZ considerations for IPS engines

Description Considerations for IPS engines

Main purpose

DMZs provide a limited
number of services for
external users. The services
are often business-critical and
open for public access.

DMZs are a tempting target for attacks because of their
accessibility, importance, and visibility. IPS engines provide
crucial protection in DMZs, unless the DMZs are already
protected by firewalls.

some services might also
be offered to specific users.
Administrators have wider
permissions.

Hosts Often a uniform environment | Most sources are not trusted and IP address spoofing is
consisting mainly of servers. | a possibility. Internal networks can be considered more
No outbound communication | trustworthy if there is a Firewall that prevents IP address
is initiated from the DMZ to spoofing.
the public networks.
Users Most services are public, but | For recognized users, allowed and forbidden activities can be

specified in great detail for each type of access.

Traffic volume

Low to medium, generally the
full bandwidth of all Internet
links combined (shared with
other local networks). Traffic
to other local networks can be
high in volume.

Hardware requirements vary greatly depending on the
environment. Clustering allows flexible adjustments to the
inspection performance.

Traffic type

Rather uniform traffic, with
only well-known applications
and servers communicating
within and into the networks.

The limited, well-defined set of protocols and applications
means inspection can be tuned in great detail. If servers
provide HTTPS services, decrypting the traffic for inspection
might require heavy processing.

Network
security

A network between the trusted
and untrusted security zones
allowing access for authorized
and public use.

External access to services makes the servers in a DMZ a
tempting target for attacks. Connections between the DMZs
and other networks facilitate further attacks.

Deploying IPS engines in IDS or IPS

mode

IPS engines can be configured in IPS mode or IDS mode.

IPS deployment in IDS mode

One of the options in IDS mode is to use network TAP devices that copy packets for the IPS engines.

In an IPS Cluster, all nodes must receive all packets. The nodes agree over the heartbeat link which node
inspects which connections.
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Single IPS in IDS mode with a network TAP

Switch/Firewall

IPS

<
<%

Host/Switch
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IPS Cluster in IDS mode with network TAPs

Switch/Firewall

—__
-—ﬁ_
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G @
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rtbeat \

Host/Switch
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Single IPS in IDS mode with a network TAP and an interface for sending resets

Switch/Firewall

Resets

@

O ®

IPS

<
<%

Host/Switch

1 A pattern in captured traffic triggers the reset.

2 |PS sends a reset within the same broadcast domain to each communicating host posing as the other
host by using its IP address and MAC address.

IPS Cluster in IDS mode with network TAPs on a redundant link

|
@#

|
¥

@

Switch

()

Heartbeat \ @

1 Switches balance traffic across redundant links.

2 Links are combined into a Logical Interface to inspect whole connections.
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Packets can also be duplicated for inspection through a SPAN or mirror port on a switch/router. In an IPS Cluster,
each node must be connected to a SPAN or mirror port of its own. Hubs are not recommended, but you can

use hubs in configurations where the low performance of a hub is not an issue. For example, in a basic testing
environment.

IPS Cluster in IDS mode with SPAN/mirror ports

Heartbeat

An IPS Cluster can be deployed alongside a Firewall Cluster. In this configuration, the IPS Cluster is in the same
broadcast domain as the Firewall.

IPS connected to SPAN ports alongside redundant switches

| o Ji

SFy IPS YAN

|: \I Trunk

Switch

I

Internal
Network

In a redundant disaster-recovery setup, Firewall Cluster nodes can be far apart. The IPS engines are not
clustered in this configuration, but they have identical policies.
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Single IPS engines in a distributed disaster-recovery environment

Building 1 Building 2

YA SR | l \
@ Geographically distributed Firewal@

Cluster

Trunk

|

§ =

IPS Switch

Internal Network /_\/\\

Internal Network

\.

IPS deployment in IPS mode

In an inline IPS configuration, the IPS engines are installed directly in the traffic path.

Fail-open network cards are recommended to allow traffic flow when the IPS engines are offline.

CAUTION

Always use standard cabling methods with an inline IPS engine. Use crossover cables to connect
the appliance to hosts and straight cables to connect the appliance to switches.
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Single inline IPS engine

Switch/Firewall

@

IPS

Host/switch
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Serial IPS Cluster

Switch/Firewall

@

Heartbeat

IPS
IPS
Host/Switch

The same node handles the packets within a connection.
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Redundant single inline IPS engines alongside a Firewall Cluster

Firewall
Cluster

@i !

I

Internal
Network

IPS engines are connected alongside each individual Firewall engine. The IPS engines have the same policy, but
they are not clustered.

E Note
| 4

In this deployment scenario, the Medium-Security Inspection Policy must be used on the IPS
engines.

Related concepts
Cable connection guidelines for IPS and Layer 2 Firewalls on page 90

IPS deployment examples

These examples show how to deploy Forcepoint NGFW in the IPS role in an organization.

The scenario presented here is not meant to be representative of a typical installation. The main focus here

is to highlight some of the criteria that you can use when planning your deployment. The example covers
considerations that affect most installations, but is not an exhaustive list of the factors you might need to consider.
The IPS system could be deployed in alternative ways even in this example scenario, depending on issues that
are not covered here, such as the physical layout of the individual local networks, the hardware available, and
budget constraints.
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This example explains the IPS deployment at a company that has three offices: headquarters in London, a
branch office in Munich and a small satellite office in Vienna.

The example company’s networks

Management Server

and
Log Server
Munich
NS
/ \\\
p Internet :
\ )
AN / ™\
//\\\ I~ 777//"/ o
— \\ Log Server
Vienna
IPS

All offices have IPS components. There are also SMC components at the two larger sites. The example company
has some critical assets to protect and some of the networks experience a heavy traffic load. The example
company has decided on a high availability solution for most locations and acquired the following components:

m Three IPS engines
®  One Management Server
® Two Log Servers

Example: large-scale IPS installation

The following is an example of a large-scale installation with two Single IPS engines.

The example company’s main office at London has many end users and servers. The servers host nearly all
company external services and receive a high volume of traffic. The large end-user base generates a high
volume of network traffic as well. There are many different applications and protocols in use, resulting in a diverse
traffic pattern. The most important asset that the company wants to protect at its headquarters are the web
servers hosting the company’s online store. The main system administrators work at the main office site.
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Headquarters in London

G ED

Internal
Networks

Management
Server O DMZ
and
Log Server

In this case, the company has made the following decisions:

m  Because most of the administrators are at this site, the Management Server that controls the whole distributed
system is located here.

®  There are many administrators and components, so there is also a Log Server here.

m  Several DMZs for different services handle a high total volume of traffic. Part of the traffic is encrypted HTTPS,
which uses significant processing power to decrypt for inspection. As the overall load is heavy, the company
decided to protect the DMZs using a dedicated high-performance Forcepoint NGFW appliance.

® A separate single IPS is installed to protect the diverse high-volume communications of the internal networks.
® The Management Server and the Log Server are placed in a dedicated DMZ for security.

Example: medium-scale IPS installation

The following is an example of a medium-scale installation with an IPS Cluster.

The example company’s branch office at Munich has a moderate number of end-user clients. Some services are
only offered at the London headquarters and used remotely through a VPN. There are still many local servers,
but mostly for internal and partner use. Also, there are some administrators at this location who are responsible
for the:

m Daily upkeep of the office infrastructure
= Small satellite office in Vienna
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Large branch office in Munich

IPS in IDS mode
IPS Cluster
Internal
Networks

Server

In this case, the company has made the following decisions:

® Because there are administrators who browse logs extensively at this site, there is a dedicated Log Server
here.

m One IDS is installed to inspect the network traffic in a DMZ that supports partner access.
m The IPS Cluster is placed in a dedicated DMZ for security.

Example: small-scale IPS installation

The following is an example of a small-scale installation with a Single IPS engine.

The example company’s small satellite office at Vienna has a relatively low number of end-user clients, and
there are no servers of any major significance. Users rely mostly on the services at the Munich office, which they
access through a VPN. Also, the users have direct Internet access for general web browsing. There are no local
administrators. Administrators in Munich manage the systems remotely.

Small satellite office in Vienna

Internal
Networks

Single IPS

To inspect the low-volume traffic that the end users’ Internet and VPN-bound communications generate, the
company installs a Single IPS at the office. Since there are no local administrators and the traffic volumes are
low, the logs are sent to the Munich Log Server. When the logs are sent to the Munich Log Server, it is quick and
easy for the responsible administrators there to view and manage the data.
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Post-installation steps for Forcepoint
NGFW in the IPS role

There are some steps to follow after you have completed the installation, installed a basic policy, and turned the
IPS engines online.

E Note
| 4

The configuration information is stored on the Management Server. Most changes are transferred to
the engines only when you install or refresh the IPS policy.

The basic administration tasks you must learn or complete next include the following:
® How to read and control the operating state of IPS engines.
®  Adjusting the automatic tester that monitors the operation of the IPS engines and the surrounding network.

After you have installed your first IPS policy, your next task is gathering information about the events detected in
your networks during a “tuning period”. Once you have enough information on what kind of traffic — malicious
and harmless — can be seen in your network, you can edit your policies to improve the detection accuracy and to
get rid of false alarms. The most typical customization steps include:

m  Creating your own policy or policy template.
m  Editing the Ethernet rules, Access rules, and Inspection rules.
®  Creating your own custom Situations.

Deploying Layer 2 Firewalls in IPS or
Passive Firewall mode

Layer 2 Firewalls can be configured in IPS mode or Passive Firewall mode.

Layer 2 Firewall deployment in IPS mode

In an IPS configuration, the Layer 2 Firewalls are installed inline directly in the traffic path.

CAUTION

Always use standard cabling methods with an inline Layer 2 Firewall. Use crossover cables to
connect the appliance to hosts and straight cables to connect the appliance to switches.
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Single inline Layer 2 Firewall

Switch
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Related concepts
Cable connection guidelines for IPS and Layer 2 Firewalls on page 90

Layer 2 Firewall deployment in Passive Firewall
mode

In Passive Firewall mode, a Layer 2 Firewall inspects but does not actively filter traffic.

Layer 2 Firewalls can be deployed in Passive Firewall mode in two ways:
® In capture mode to inspect packets that have been duplicated for inspection through SPAN or mirror ports.
® |n passive inline mode by setting the engine to only log connections by default.

In a capture mode installation, packets are duplicated for inspection through a SPAN or mirror port on a switch/
router. In a Layer 2 Firewall Cluster, each node must be connected to a SPAN or mirror port of its own.

Passive Firewall: a Single Layer 2 Firewall in capture mode with SPAN/mirror ports

Switch
T SPAN 1
i ——
_ ~ VA
- / \ Layer 2
= / \ Firewall
//
/

When you select Only Log Connection mode for the global Default Connection Termination, you can deploy Layer
2 Firewalls in Passive Firewall mode in an inline configuration.
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Passive Firewall: a Single Layer 2 Firewall in passive inline mode

Router

@

Passive
Terminate

Layer 2
Firewall

|

(= 1

Switch

Layer 2 Firewall deployment example

This example shows how to deploy Forcepoint NGFW in the Layer 2 Firewall role in an organization.

The scenario presented here is not meant to be representative of a typical installation. The main focus here is to
highlight some of the criteria that can be used in planning deployment. The example covers considerations that
affect most installations, but does not comprise an exhaustive list of all factors that you might need to consider.
The Layer 2 Firewalls can be deployed in alternative ways in this example scenario. For example, depending

on issues that are not covered here, such as the physical layout of the individual local networks, the hardware
available, and budget constraints.

Single Layer 2 Firewall example

This example uses a Single Layer 2 Firewall in an organization that has a large internal network. Administrators
want to prevent hosts connected to different switches in the same network segment from communicating directly
at the protocol level. Using the Layer 2 Firewall makes it possible to implement access control for any Ethernet
protocols between switches within the same network segment. There is no need to change the network topology.
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Single Layer 2 Firewall in an intranet

Layer 2
Firewall

Post-installation steps for Forcepoint
NGFW in the Layer 2 Firewall role

There are some steps to follow after you have completed the installation, installed a basic policy, and turned the
Layer 2 Firewall engines online.

E Note
| 4

The configuration information is stored on the Management Server. Most changes are transferred to
the engines only when you install or refresh the Layer 2 Firewall Policy.

The basic administration tasks you must learn or complete next include the following:

® How to read and control the operating state of Layer 2 Firewall engines.

m  Adjusting the automatic tester that monitors the operation of the Layer 2 Firewalls and the surrounding
network.

After you have installed your first Layer 2 Firewall Policy, your next task is gathering information about the events
detected in your networks during a “tuning period”. Once you have enough information on what kind of traffic

— malicious and harmless — can be seen in your network, you can edit your policies to improve the detection
accuracy and to get rid of false alarms. The most typical customization steps include:

m  Creating your own policy or policy template.

® Editing the Ethernet rules, Access rules, and Inspection rules.

®  Creating your own custom Situations.
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Cable connection guidelines for IPS and
Layer 2 Firewalls

The cabling of IPS engines and Layer 2 Firewalls depends on the engine type and the installation.
Make sure that all Ethernet cables are correctly rated (CAT 5e or CAT 6 in gigabit networks).

Follow standard cable connections with inline IPS engines and Layer 2 Firewalls:

m  Use straight cables to connect the IPS engines and Layer 2 Firewalls to external switches.
m  Use crossover cables to connect the IPS engines and Layer 2 Firewalls to hosts (such as routers or Firewalls).

E Note
| 4

Fail-open network interface cards support Auto-MDIX, so both crossover and straight cables might
work when the IPS engine is online. However, only the correct type of cable allows traffic to flow
when the IPS engine is offline and the fail-open network interface card is in bypass state. It is
recommended to test the IPS deployment in offline state to make sure that the correct cables are
used.

Cable connections for Master NGFW Engines that host Virtual IPS engines or Virtual Layer 2 Firewalls follow the
same principles as the connections for inline IPS engines and Layer 2 Firewalls.

Correct cable types for Single IPS engines and Single Layer 2 Firewalls

Switch Switch
Straight cable Single Straight cable
IPS
Engine
- |
or -
Single .
Crossover cable Layer 2 Straight cable
Firewall
E Switch

Host / Firewall
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Correct cable types for Serial IPS Clusters

siil

Switch
1
Straight cable
Heartbeat
IPS Elngine
Crossover cable
Crossover cable

IPS Elngine

Crossover cable

Host / Firewall

Correct cable types for Active/Standby Layer 2 Firewall Clusters

Switch
Straight cable Straight cable
Layer 2 Firewall Layer 2 Firewall
(Active) (Standby)
Heartbeaté Crossover cable }
Crossover cable Crossover cable }

Router
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Correct cable types for Serial Virtual IPS Clusters

Straight cable

in IPS role

Master NGFW e
En;ine P'
-—

Heartbeat

Crossover cable Crossover cable

Master NGFW
Engine
in IPS role
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Correct cable types for Active/Standby Virtual Layer 2 Firewall Clusters

Switch
Straight cable Straight cable

Master NGFW Engine
in
Layer 2 Firewall role

Master NGFW Engine
in
Layer 2 Firewall role

H©
([l

(Active) (Standby)
Heartbeat Crossover cable ]
[ Crossover cable Crossover cable ]

+
K

Router

Speed and duplex settings for NGFW
Engines

Mismatched speed and duplex settings are a frequent source of networking problems.

The basic principle for speed and duplex settings is that network cards at both ends of each cable must have
identical settings. This principle also applies to the automatic negotiation setting: if one end of the cable is set to
auto-negotiate, the other end must also be set to auto-negotiate and not to any fixed setting. Gigabit standards
require interfaces to use auto-negotiation. Fixed settings are not allowed at gigabit speeds.

For Inline Interfaces, the settings must be identical on both links within each Inline Interface pair. Use identical
settings on all four interfaces, instead of just matching settings at both ends of each cable (two + two interfaces).
If one of the links has a lower maximum speed than the other link, the higher-speed link must be set to use the
lower speed.
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Part Il
Setting up

Contents

®  Using the Management Client on page 97

®  Network address translation (NAT) and how it works on page 121
®  Configuring system communications on page 125

B Managing certificates for system communications on page 141

®  Managing elements on page 159

After deploying the SMC components, you are ready to start using the Management Client and carrying out some of
the first configuration tasks.
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Chapter 7
Using the Management Client

Management Client and how it works on page 97

Log on to the SMC on page 102

Log on to the SMC using certificate-based authentication on page 103
Customize the Management Client layout on page 104

Bookmark Management Client views on page 105

Change the logon view on page 107

Centralized management of global system settings on page 107

View, approve, and commit pending changes on page 108

Create logon banners and export banners on page 109

Change the default language of the Management Client on page 111
Using search features on page 111

Communicating with other administrators on page 115

Use Tools Profile elements to add commands to elements on page 116
Use the online Help locally on page 118

The Management Client provides the user interface for setting up, managing, and monitoring all features in the SMC.

Management Client and how it works

Use the Management Client for configuring, controlling, and monitoring the Security Management Center (SMC).

You can manage the NGFW Engines in the Management Client. You can also use the Management Client to
monitor third-party devices.

The Management Client offers several task-specific views. There are alternative ways to switch between the
different views:
®  The main menu and the toolbar shortcuts are always available.

= More links are provided, for example, in the right-click menus of elements and in the logs. You can also
bookmark your most frequently visited views.

You have several options for opening a new view:
m  Clicking a link or main toolbar icon replaces the current view with the new one.

m  Clicking while holding the Ctrl key opens the new view as a new tab.
m  Clicking while holding the Shift key opens the new view as a new window.

To open a new empty tab, click + New Tab on the right of the previous tab. You can also use the keyboard
shortcut Ctrl+T. From the list of views that opens, select the view to be shown in the new tab.
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Related concepts

Introduction to elements on page 159

Getting started with monitoring the system on page 189
Overviews and how they work on page 204

Getting started with the Logs view on page 249

System monitoring tools in the Management Client on page 190

Related tasks
Change the logon view on page 107

What the Logs view shows

The Logs view can show entries generated by any SMC components and third-party components that send data
to the SMC.

The logged data includes alert and audit entries (depending on administrator rights). You can filter the display by
any combination of details that exist in the records. There are four different arrangements: Records, Statistics,
Details, and Log Analysis.

Records arrangement

The Records arrangement allows you to view selected details of many entries at a time. The columns in the table
are fully customizable. This default view arrangement displays logs as a table. The Query pane allows you to
select data to display.

The Logs view in the Records arrangement

Logg HSa\re Column Settings ’ . K H f. wStatistics ;;CAnalyze #v Query x
.. Creation Time Sender Facility Situation Action  Src Addr Dst Addr service | & security Engine <
2018-09-26 10:14:18 & santaClaranode1l Packet.. [ Connection_Closed == 00.157.244... = 20.110.124... <> Echo Filter | Senders:All | Storage
2018-09-26 10:14:18 & Paris node 2 Packet .. ™ Connection_Closed T TCP E- M
2018-09-26 10:14:18 & Beijing node 1 Packet .. ™ Connection_Allowed @ allow =5227208.48 1 152209.208.. " HTTH
20128-09-26 10:14:18 &5 Madrid node 1 Packet .. ™ Connection_allowed @ Allow 0.000 = 71213291 " BOOI
2018-09-26 10:14:18 [ Dubai Virtual IPS ... Inspecti... ™ DNS_Server-Resource-Reco.. @ Per.. == 749258253 1+1207.81.190.. UDP/104
2018-09-26 10:14:18 & Algiers node 2 Packet.. [ Connection_Closed == 34,163.125.. B037.178.218.. 7 HTTF  apply 0 Cancel
1 P g
2018-09-26 10:14:19 & Helsinki node 2 Packet .. ™ Connection_aAllowed @ Allow ==5536.16436 ™ 82977321 " DNS()
i x
2018-09-26 10:14:19 £ DubaiMaster nod... Packet.. ™ Connection_Closed T TCP Fields
2018-09-26 10:14:19 =] Riyadh node 1 Packet .. ™ Connection_Discarded © Disc.. 1057.6.16653 255.2552552.. " BOOT | Field Vvalue
2018-09-26 10:14:19 @ Mexico City node 1 Packet ... ™ Connection_Discarded © Disc.. BE57.158.101... ® 50,133.96.... Fi HTTH
N1 9NAR 1N 141G BB Nnuhai Virkual 2 na Parlkat M rAnnartinn Raficad M pofu = An277 1755 BE= 17024207 &% Erhn
0.4 Hits/second
0.05 ==
a
10:14:18 10:14:18 10:14:20 10:14:21 10:14:22 10:14:23 10:14:24 E |
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Statistics arrangement

The Statistics arrangement allows you to generate basic summaries of the log data currently displayed in the
Logs view. The basic summaries are similar to the charts in overviews, and include the ability to drill into the logs
through individual chart items.

Statistics arrangement

'b‘ Top Actions . 0 Records '.ivstatistics :‘:Analyze #v Qu ery ®
Terminate (reset
3 Hits En 1%3 ‘ & security Engine - |
Terminats
ermlgo i.&f?{;?. 7 Senders: All | Storage
Terminate : 5
425 Hits (10.0%) Section Filter
Discard
459 Hits (10.8%) | [€] Top Rate - ‘
@l E
536 Hits (12.6%) | )

- &
I

Top Limit: 0
Refuse Allow
538 Hits (12 7%) ) 220 kHits (51 8%) [ Gragh per Sender
Action
== [# scale per Second
Action Hits %
Allow 220k 518% L] T
Hits / second (average of 30 seconds) ‘ Custom (15 min) v| 4
5 — ——— —_— T — —
‘ 2018-09-26 09:59:25 | ]
r 1 1
0 apply Cancel
[ 10:00 10:01 10:02 10:03 10:04 10:05 10:06 10:07 10:08 10:09 10:10 10:11 10112 1013 ] “dppy o
Details arrangement
The Details arrangement gives an overview of an individual log entry.
Details arrangement
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HTTP 3 aw
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Hits / secand -7 [ Do Not Log Connection
0 W ’
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Log Analysis arrangement

The Log Analysis arrangement provides various tools to analyze and visualize log data. For example, you can
combine logs by service or situation, sort logs by column type, view the data as charts or diagrams. The various
tools make it easier to notice patterns and anomalies in traffic.

Log Analysis arrangement

% Log Ana[ysfs HSave Column Settings . H -_ﬁvAggregate ( wStatistics Qv\lisuatizations Qv Query x
Analyzing 5 837 records from 6 min ago & security Engine -
+ Creation Time ~ Sender Facility  Situation Action  Src Addr Dst Addr Service - M
2018-09-26 10:14:22 =) Riyadh node 2 Packet.. [ Connection_Discarded © Disc.. ==66.169.232... &=2593.1085 "0 HTTP
2018-09-26 10:14:22 & Helsinkinode 1 Packet.. [ Connection_Allowed @ Allow == 5536.164.36 == 104239.12... T DNS (UDP)
2018-09-26 10:14:22 & Helsinkinode 3 Packet.. [ Connection_Allowed @ Allow ==5536.175... E=5536.175... <> Echo Requ...
2018-09-26 10:14:22 @ Helsinki IPS node 1 Inspecti.. ™ HTTP_CSH-Internet-Explor.. @ Per.. ==13.1.196.139 & 110.46.54... T HTTP
2018-09-26 10:14:22 P Helsinki L2 FW no.. Packet.. M Connection_Allowed @ Allow = 172520199 == 40.46.96.240 "> DNS (UDP) No Limit {15 min) -
2018-09-26 10:14:22 & London node 2 Packet.. [™ Connection_Allowed @ allow ==55.36.164... = 55.36.54.138 TCP/10050 : ™
2018-09-26 10:14:22 EA DubaiVirtual 1 no.. Packet.. [ Connection_Refused © Refu.. =m217.146.47... == 50.143.249.. <> Echo Requ... —
2018-09-26 10:14:24 @ Helsinki L2 FWno.. Packet.. M Connection_Allowed @ Allow == 17252.226.. = 54.185.231.. "> HTTP —
2018-09-26 10:14:24 EA DubaiVirtual 4 no.. Packet.. M Connection_Allowed @ Allow = 12.169.244... 1162.160.126.. "> HTTP y 0 Cancel
2018-09-26 10:14:24 B Atlantanode 1 Inspecti.. ™ URL_Category-Accounting @ Per.. =173.12.75.14 1= 87.73.145... " HTTP L
3018-09-26 10:14:24 @ HelsinkiIPSnode 1 Packet.. M Connection_Refused @ Refu.. ==24233.140... == 35.210.150... "> HTTP Fields *
2018-09-26 10:14:24 & Plano node 1 Packet.. [® Connection_Closed-Abnor... 85 7546175... = 172.157.085 "> HTTPS Field Value
2018-09-26 10:14:24 P Atlanta L2 FW no... Packet.. [ Connection_Allowed @ allow == 172.52.226.. %= 206.146.17... <> Dest. Unre...
2018-09-26 10:14:24 =] Algiers node 1 Packet .. [® Connection_Refused @ Refu.. ==213.46.181... = 172.46.226... & Syslog (U. a -

Related concepts
Getting started with the Logs view on page 249

What the Configuration view shows

The Configuration view allows you to view, change, and add configuration information in the system.

There are branches in the Configuration view for NGFW Engine, Network Element, SD-WAN, Administration,
Monitoring, and User Authentication configuration tasks.

The configurations are stored as elements, which are shown in a tree structure. Elements are created and
changed through the right-click menus that open when you right-click a tree branch or an element. The main level
of the branches contains the elements that change most often. Supporting and less frequently changed elements
can be found under the Other Elements branch.

® The NGFW branch allows you to manage NGFW Engine elements and configure NGFW Engine policies.

® The Network Elements branch allows you to manage various hosts, networks, and servers.

m The SD-WAN branch allows you to configure ISP connections, inbound and outbound traffic management,
VPNs, VPN Gateways, and SSL VPN Portals.

® The Administration branch allows you to manage the system, including access rights, updates, licenses,
administrator accounts, and alert escalation.

®  The Monitoring branch allows you to create statistical reports, diagrams, and configure more monitoring-
related features (such as third-party device monitoring).

m The User Authentication branch allows you to configure user authentication and directory services, and
manage user accounts.
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NGFW branch of the Configuration view

&, NGFW Engines *x |4
4 %%, Configuration @ NGFW Engines
4 B noFw
; Name ~ IP Address Status
€9 NGFW Engines
v e
¥ Policies Firewalls (21 elements)
» @ Other Elements & Algiers FW 17231821 (+) .-
» @ SD-WAN & Atlanta FW 17231221 (4) .-
» [ Network Elements & Beijing FW 17231821 (+) .-
+ % Administration B3 Dubai Virtual FW 1 192.168.16.1 ... -
EH Dubai Virtual FW 2 162.168.17.1 ...

EH Dubai Virtual FW 3 192.168.18.1 ... -

» L User Authentication

Related concepts
Introduction to elements on page 159

The Policy Editing view

The instructions for traffic handling are stored as rules in Policy elements. You can view and edit the rules in the
Policy Editing view.

You can open policies in two modes. Any number of administrators can simultaneously check the rules in preview
mode. When you open the policy in edit mode, the policy is locked for you exclusively.

The Policy Editing view has tabs for:
m Different types of rules in the policy
®m  Side pane for selecting and creating elements that you use in the rules

Related concepts
Getting started with policies on page 773

Reporting

The reporting feature allows you to create statistical summaries based on log data and stored statistical data. The
Reports can be viewed in the Management Client or exported automatically or manually.

Related concepts
Getting started with reports on page 277
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Log on to the SMC

The Management Client connects to the Management Server and to Log Servers.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select the Management Server in one of the following ways.
m  Select an existing Management Server IP address or DNS name.
= Click Add Management Server, then enter the IP address or DNS name of the Management Server.

In Demo mode, select 127.0.0.1.

2) Enter the user name and password for the Administrator you defined during the Management Server or SMC
Appliance installation.

In Demo Mode, both the user name and password are "demo".

E Note
4

In FIPS mode, previously used user names are not shown in the logon dialog box.

3) Click Log On.

Result

After you log on to the Management Client, the Management Client shows the date and time when you last
logged on to the Management Client, and the IP address from which you last logged on. If your administrator
permissions have been changed since the last time you logged on, you are notified that your permissions have
been changed.
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Log on to the SMC using certificate-
based authentication

You can log on to the SMC using an X.509 certificate stored in the Windows certificate store or on a smart card,
such as a Common Access Card (CAC).

Before you begin

To use smart cards for authentication, you must have smart card reader hardware and software.
To use certificate files for authentication, you must save the certificates in the Windows certificate store.

You must export the TLS Credentials element that is used by the Management Server, import the
certificate on each administrator's computer, and configure the operating system to trust the certificate.

E Note
| 4

Certificate-based authentication is only supported for Management Clients installed in Windows 10.
Certificate-based authentication is not supported for Web Portal Users.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) If you have a smart card, insert the smart card into the smart card reader.
2) Click i, then select Client Certificate from the Authentication Method options.
3) Select the Management Server in one of the following ways.
®  Select an existing Management Server IP address or DNS name.
m Click Add Management Server, then enter the IP address or DNS name of the Management Server.
4) Click Log On.
5) (First logon only) To accept the certificate chain for the Management Server, click Accept.
6) If there is more than one certificate on the smart card or in the Windows certificate store, select the certificate
to use for authentication, then click Select.
7) (Smart card only) In the PIN field, enter then PIN for the smart card, then click Login
Result

After you log on to the Management Client, the Management Client shows the date and time when you last
logged on to the Management Client, and the IP address from which you last logged on. If your administrator
permissions have been changed since the last time you logged on, you are notified that your permissions have
been changed.
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Customize the Management Client layout

You can select different panes and view options through the = Menu > View menu. You can also change the size
of the text in various views.

Some layout options are specific to the currently active view, and some options are global. The layout is saved as
your preference for further use.

@

Tip

Bookmark alternative layouts to quickly return to a specific view and layout at any later time.

Steps
1) To resize a pane, drag by the outer edge of the pane as usual when resizing.
2) To move a pane, drag by the title bar at the top like you would move a window.
You can move the panes in several positions that are highlighted as you drag the pane around. Drop the
pane where you prefer to have it. If the highlighted area completely covers some other pane, the second
pane adds a tab.
Logs x ‘ +
Logs > m I(l N Q@ vstatistics gk Analyze Qv Query x
7‘ T | sender [Faciiy ‘Situation |Action [ security Engine -
A|2016-09-21 11:33:32 [@ London FW node 1 1 ion ™ TCP_Segment-Invalid © Term| o .
2016-09-21 11:33:32 ‘@ Algiers FW node 2 Packet filt... ™ Connection_Allowed @ Allo Filter | Senders: All Storage
2016-09-21 11:33:32 @ Tunis FW node 2 Packet filt... F Connection_Discarded O Discal . A |
2016-09-21 11:33:32 & Milan FW node 1 Packet filt...[™ Connection_Allowed @ Allo
2016-09-21 11:33:32 @ Milan FW node 2 acket filt... F Connection_Allowed @ Allor
2016-09-21 11:33:33 & Helsinki FW node 2 acket filt... ™ Connection_Refused © Refu:
3) To temporarily hide a pane, select the collapse icon on the pane border.
= &, Configuration
; & nerw
- & NGFW
& NGFW Engines Name 4
+ Policies & [ NGFW Engines]
+-- @ Other Elements 1] [ Policies]
+--[@ Network Elements @ [ Other Elements ]
+- Y VPN
+-- L% Administration
To expand the pane, click the icon again.
4) To change the size of the text in policies, Configuration views, or the Logs view, for example, select & Tools
> Text Size.
5) To restore the views to their defaults, select = Menu > View > Layout > Reset Layout.

The text size is not affected.
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Bookmark Management Client views

Bookmark frequently used views and arrange bookmarks into folders to more easily find them.

Bookmarks can store many of the settings you have selected in views. For example, you can bookmark a Logs
view with particular filtering settings. Several windows and tabs can be stored behind a single click when you
combine bookmarks into Bookmark Folders.

Bookmarks in the default Shared Bookmarks folder are shown to all administrators that log on to the same
Management Server. Other bookmarks are private to the Management Clients of individual administrators.

Bookmark the current view in the Management
Client

You can create a bookmark for the currently active tab and other window-level elements in the configuration you
select.

Some view-specific options are stored in bookmarks. For example, the:
®  Currently active filter in the Logs view.
m  Type of elements that are listed in a Configuration view at the time the bookmark is created.

Bookmarking is a main window action, so the properties dialog boxes for the various elements are never included
in the bookmark.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Arrange the view as you would like to see it when the bookmark is opened.
2) Select = Menu > Bookmark > Add Bookmark.

3) (Optional) The default name is taken from the bookmarked view’s title, but you can change the name in the
Name field. You can also add comments for your reference in the Comment field.

4) (Optional) Next to the In Folder field, click Select and select the folder where the bookmark is placed.
= The default Bookmarks creates the folder at the top level of the bookmarks tree.

m  Select the Shared Bookmarks folder if you want other administrators to see this bookmark. All other
folders are private to your Management Client.

m  Select the Toolbar folder or one of its subfolders to add the bookmark folder to the toolbar. If the Toolbar
folder is not available, activate the bookmarks toolbar.

5) (Optional) Deselect Window Layout if you prefer the bookmark to not change the layout of the window when
you open it.

6) Click OK.
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Bookmark all open tabs in the Management
Client

You can create a Bookmark Folder that contains bookmarks for all tabs you have open in the same window.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Open the tabs you want to bookmark in the same window.
2) Close any tabs you do not want to bookmark.
3) Select = Menu > Bookmark > Bookmark All Tabs.

4) Fill in the Bookmark Folder properties and click OK.

Create bookmark folders in the Management
Client

Bookmark folders organize bookmarks and make it easier to open several bookmarks at once.

The folders you create are also added as items under the = Menu > Bookmark menu.

O Tip

You can bookmark all open tabs in a bookmark folder that is automatically created to contain new
bookmarks.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > Bookmark > Manage Bookmarks.
2) Right-click Bookmarks in the tree, then select New Bookmark Folder.
3) Enter a name in the Name field. You can also add comments for your reference in the Comment field.

4) (Optional) Click Select next to the In Folder field, then select the folder where the bookmark is placed.
= The default Bookmarks creates the folder at the top level of the bookmarks tree.

m  Select the Shared Bookmarks folder if you want other administrators to see this bookmark. All other
folders are private to your Management Client.

m  Select the Toolbar folder or one of its subfolders to add the bookmark folder to the toolbar. If the Toolbar
folder is not available, activate the bookmarks folder.

5) Click OK.
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Add bookmarks to the toolbar in the
Management Client

You can add your bookmarks to the toolbar under the shortcut icons.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > View > Layout > Bookmark Toolbar.
The bookmark toolbar is shown under the toolbar icons.

2) Click the default New Toolbar Folder item.

3) Enter the name for the first folder to add to the toolbar and click OK.

The first folder appears in the toolbar. The Toolbar folder is added to the bookmark hierarchy, allowing you to
add, remove, and edit the bookmarks in the toolbar.

Next steps

Add bookmarks to the toolbar by storing the bookmark in the Toolbar folder or one of its subfolders. Move
existing bookmarks to the toolbar by dragging and dropping the bookmark or bookmark folder to the Toolbar
folder in the = Menu > Bookmark > Manage Bookmarks tree.

Change the logon view

You can choose which view opens when you log on to the Management Client, replacing the default Home view.
StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Arrange the screen with the windows, tabs, and views you want to have open at each logon.

2) Select = Menu > Bookmark > Save as Startup Session.

Centralized management of global
system settings

Use the Global System Properties dialog box to centrally manage global system settings and configure password
policy settings.

E Note
| 4

You can only change the settings when you are logged on to the Shared Domain.
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Related tasks
Configure automatic updates and upgrades on page 1246

View, approve, and commit pending
changes

You can view the configuration changes that you and other administrators have made before the new
configurations and policies are transferred to the NGFW Engines. If an optional approval workflow is enforced,
changes must be approved before they are transferred to the engines.

Pending changes are shown by default in the Home view for all engines and on the engine-specific home pages.

You can view, commit, and transfer pending changes to the engines. You can use pending changes to prevent
transferring configurations that are not complete. You cannot reject individual changes. If you want to override
a change, edit the element or policy again, then approve both changes. If a later change overrides an earlier
change, only the most recent change is transferred to the engine.

You can optionally enable an approval workflow in which an administrator must approve changes before they are
committed. For example, a supervisor or senior administrator can view and approve the changes made by other
administrators. Administrators with the following permissions can view the changes, approve the changes, and
transfer the configurations to the engines:

= Administrators that have the Approve Changes permission
®  Administrators with unrestricted permissions (superusers)

By default, the same administrator who made the changes cannot approve the changes. You can optionally allow
administrators to approve their own changes.

You can approve pending changes individually, but you must commit all of the changes at the same time. You can
commit pending changes only when all changes have been approved.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) (Optional) To compare the pending changes to the engine's current policy, click View Changes on the home
page of the engine.

2) (Optional) To view recent policy uploads, click View Recent Commits. To return to the Pending Changes
pane, click View Pending Changes.

3) If an approval workflow is enforced, approve some or all pending changes.
= To approve an individual pending change, click the Approval Status checkmark icon for that change.
m  To approve all changes, click Approve All.

4) To commit all pending changes and transfer them to the engine or engines, click Commit Changes.

Result

The changes made to configurations and policies by all administrators are transferred to the engines.
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Related concepts
What the Pending Changes pane shows on page 197

Related tasks
Enforce an approval workflow on page 372

Create logon banners and export
banners

You can create logon banners that show all administrators information about the selected Management Server,
and export banners that are added to exported elements to indicate that the export contains sensitive or classified
data.

Create logon banners for administrators

Create a banner that shows all administrators information about the selected Management Server.

Before you begin

You must be logged on as an administrator with unrestricted permissions in the Shared Domain to
create logon banners.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Global System Properties.

2) On the Banners tab, select Show Logon Banner.

E Note
4

The logon banner is not enforced by default.

3) Inthe text box, enter the text for the logon banner.
You can use HTML to format the text.

4) Click OK.
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Create export banners

You can create a banner that is added at the beginning of each exported XML file or HTML file to indicate that the
export contains sensitive or classified data.

Export banners are added to the following kinds of exports:

®m  Elements exported as XML
® HTML printouts
® HTML reports

E Note
| 4

Export banners are not added to log data that is exported or forwarded.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Global System Properties.

2) On the Banners tab, select Include Export Banner.

E Note
4

The export banner is not enforced by default.

3) Inthe text box, enter the text for the export banner.
Only plain text is supported.

4) Click OK.
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Change the default language of the
Management Client

Each administrator can change the default language of the Management Client during installation or manually
after installation. The options are English and Japanese.

Before you begin

During a local installation of the SMC, you can set the default language of the Management Client to
English or Japanese in the installation wizard. Each administrator can select English or Japanese in the
logon dialog box when logging on to the Management Client.

Steps

1) To change the language after installation, locate the locale.properties file in the <user>/.stonegate/
user_locale folder.

2) Change the smc.locale.default setting in the locale.properties file to the language you want:
B smc.locale.default=ja for Japanese

B smc.locale.default=en for English

3) Save changes to the locale.properties file.

Using search features

You can search for elements, references to other elements, duplicate IP addresses, duplicate Service elements,
unused elements, users, and elements in the Trash.

E Note
| 4

Administrator permissions restrict which elements appear in the search results. Each administrator
only sees elements for which they have permissions. If you use administrative Domains, the search
results only show elements in the Domain that you are currently logged in to, and elements in the
Shared Domain.

Use the search bar

The search bar is always shown at the top of the Management Client window. You can search for elements,
policies, and folders, for example.

The search results are grouped and ranked by relevance. When editing an element or a policy, you can drag-
and-drop elements from the search results list. You can also perform tasks from the search results. For example,
if you search for “password”, in the Actions category, you can change the Management Server database
password. If you search for the name of an engine, you can open the Engine Editor in preview mode.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1) Enter a search word or phrase in the search bar.

Stonesoft Management Center

2) To open the properties of an element in the search results, click the element.
If you click a policy or engine, the policy or engine opens in preview mode.

Q Tip

If you search for an element type, you can create a new element under the New category.

3) To preview an element in the search results list, place the cursor over the element.

- X%

Q hostl ®
Stonesoft Management Center

Showing 20 of 46 Results.

lﬂE\"" \ g
& Mew Host ...

Hosts (5 Atlanta_host
& Atlanta_host 192.168.2.101
B host-100:2::102 100:2::102
IP ADDRESS
& host-100:2:101 100:2::101 192.168.2.101
B Helsinki FW Radius host 10.8.021
Drill-Downs
Services (18 28 Add to Group ...
& Hostif

Logs by IP Addresses
@ Hostmem

By, Where Used?

A Unctnncf

O Tip

You can also use the keyboard arrow keys to move up and down in the list.

You can see some of the properties of the element. You can also perform some drill-down actions, such as

checking where an element is used.

4) To view a full list of search results, select @ Show All Matching Elements.
The element search view opens, and your search criteria is used automatically.
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Use type-ahead search

Type-ahead search allows you to quickly filter elements.

You can use type-ahead search in most views in which element lists, tables, or trees are displayed. You can also
use type-ahead search in rule cells in policies.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Activate type-ahead search in one of the following ways:
m  Select an element in a list, table, or tree.
= Click the small Q Search icon in any view that includes the icon.
® In a policy editing view, click a rule cell in which elements can be used.

2) Type the information that you want to search for (for example, an element name, an IP address, a comment,
or a TCP/UDP port number).

Result

The Management Client filters the display to only show the elements that include what you typed.

E Note
| 4

In policy editing views, when you have a Category Filter activated, only search results that match
the Category Filter are displayed.

Use the search tool

Use the search tool to find elements in the SMC.

Available search options

Search option Description

Search Search for elements based on an element property, such as a name, comment, or IP
address.

Search References | Search for references to elements, to see where they are used. For example, you can
find the references to elements you want to delete; referenced elements cannot be
deleted until the references are removed.

O Tip

You can also right-click an element, then select Tools > Where Used?.
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Search option Description

Search DNS

E Note
| 4

Search for hosts by their DNS name. The DNS search queries a DNS server, and the
hosts found on the DNS server are compared to the Host elements defined in the SMC.

The Management Server must have Zone Transfer rights to be able to
make queries on the DNS server.

Search Duplicate
IPs

Search for elements that have the same IP address in the SMC.

Search Duplicate
Services

Search for Service elements that have the same protocol and destination port number.

Search Unused
Elements

Search for elements that are not referenced by any other element.

Search Users

Search for users from an LDAP domain.

Search Trash

Search for elements that have been moved to the Trash.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

Select = Menu > Search, then a search option.

The Element Search

Q Elements X +
Search for:
‘ London FW v ‘ Name A

(J Limit by Type = & London FW

0 & London FW node 1
Changed B

ey & London FW node 2

(] Changed Between

Enter the search criteria.
(Optional) Select options to limit the search.

Click Search to start the search.
The search results are displayed.

O Tip

Q G] vNew av
‘ IP Address ‘ Status

231721+ [N
17231.7.21 (+)
17231.7.22 (+)

(& Remote Office Policy - Policy Based VPN

If the element you searched for does not exist, right-click the empty search results, then create
a Host or Network element that has the name and IP address configured according to your

search terms.
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Create Host elements from DNS search results

If the DNS search results do not find an existing Host element for a host name, you can create Host elements
based on the host names and IP address found by the search.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

Right-click one or more IP addresses in the search results, then select Create Network Element(s).

(Optional) If you want to add the new Host elements to a Group, select Create in a Group, then enter a
name in the Group Name field.

If the Group element does not yet exist, a new Group is automatically created.
Define a name for the new Host elements.

Click OK.

The Network Element Creation view opens in a new tab to show the progress of the element creation
process. The status of each new element is displayed in the Info column:

® If the status is Created, the element was successfully created.

m If the status is Not created (name already in use), an element with the selected name exists. If you want
to change the Host element's name, right-click the Name cell, then select Properties to open the element
properties. Change the name and click OK to save the changes.

Click Close to close the Network Element Creation tab and return to the search results.
The names of the new elements are shown in the Network Element column.

Communicating with other
administrators

The administrator messaging feature allows you to communicate with other administrators who are currently
logged on to the Management Client.

For example, you can inform administrators about service breaks before upgrading the SMC. Administrator
messaging is enabled by default.

Enable or disable messaging

An administrator with unrestricted permissions can enable or disable administrator messaging.

If Domain elements have been configured, the setting is applied in all Domains.
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Expand the Access Rights branch in the Administration tree.

3) Right-click Administrators and select or deselect Administrator Messaging Enabled.

Send messages to other administrators

Administrators can send messages to all other administrators.

Only administrators who have the Manage Administrators permission can send messages to individual
administrators. Each administrator must be logged on to a unique administrator account for individual messages
to be sent.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Click ® Send Message in the status bar at the bottom right of the Management Client.
2) Select the Administrators to whom you want to send the message.
®  (Administrators with the Manage Administrators permission) Click ™ Select to select individual
administrators.

® Click El Set All Administrators to send the message to all administrators.

3) Enter your message, then click Send.
The message is sent to the selected administrators.

Use Tools Profile elements to add
commands to elements

You can add commands (for example, tracert, SSH, or ping) to an element’s right-click menu with Tools Profiles.
The commands are added in the Tools submenu.

Create Tools Profile elements

Tools Profile elements add commands to the right-click menus of other elements. You can include information
dynamically from the element definition in the command.

Only one Tools Profile can be selected for each element, but each Tools Profile can include several commands.
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The commands are run on the workstation that is running the Management Client. Commands are operating
system-specific. You must add a separate command for each operating system. Administrators see commands
according to their operating system (for example, a Linux command is not shown if the Management Client is
running in Windows).

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Other Elements > Tools Profiles.
3) Right-click Tools Profiles, then select New Tools Profile.

4) Enter the Name for the new Tools Profile. This is added as an item under the Tools submenu of elements
that the Tools Profile is attached to.

5) Click Add, then select the operating system.
6) Double-click the Name cell, then enter the item to add.

7) (Optional) To run the command in a console application, such as the command prompt in Windows or
terminal in Linux, select Run in console.

8) Double-click the Command cell, then enter the command or the full path to the application.

9) (Optional) Double-click the Parameters cell, then enter the parameters for the command.
In addition to static parameters, the following two variables can be used:

m  ${1P} — the primary IP address of the element that is right-clicked.
®  ${NAME} — the name of the element that is right-clicked.

10)  Click OK.

Attach Tools Profile elements to elements

You can attach a Tools Profile to elements that have a single primary IP address.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Right-click an element and select Properties.

2) Select the Tools Profile in one of the following ways:
m  Select a Tools Profile from the list.
m  Select Other and browse to the Tools Profile.

m Select New and create a Tools Profile.
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3)

Click OK.

The commands defined in the Tools Profile are added to the right-click menu of the element in the Tools
submenu.

Use the online Help locally

You can configure the Management Client to use a copy of the online Help from your own computer or from a
server in the local network.

By default, the Management Client’s online Help is accessed through the Internet. When you use the online Help
locally, the online Help is available even when there is no Internet connectivity.

E Note
| 4

When you use a local copy of the online Help, you must manually update the online Help when a
new version is available.

Steps

1)

2)

3)

4)

5)

6)

Download the online Help .zip file for your release from http://help.stonesoft.com/onlinehelp/StoneGate/
SMC/.

Extract the .zip file to a suitable location in your local network.
You can also extract the Help file to a share or your local intranet server.

On the computer where you use the Management Client, browse to the <user home>/.stonegate/data folder.
Example: In Windows, browse to C:\Users\<user_name>\.stonegate.

E Note
4

If the Management Client is open, close it before editing the SGClientConfiguration.txt file.

Edit the SGClientConfiguration.txt file.

Add a parameter HELP_SERVER_URL= and enter the path to the main folder under which the online Help files
are stored as the value for the parameter.

® [f you extracted the online Help on the same computer where you use the Management Client, enter
file:/// and the path.
Example: If you extracted the online Help on your own computer to C:\help\ngfw_680_help_a_en-us,
enter HELP_SERVER_URL=file:///C:/help/ngfw_680 help a_en-us.

E Note
4

Use only forward slashes (/) in the URL even if the operating system uses backslashes (\) in
file paths. If the path contains spaces, replace them with %20 in the URL.

® If you extracted the online Help on a server in the local network, enter http:// and the path.
Example: If you extracted the online Help to a folder called ngfw_680_help_a_en-us on an intranet server,
enter HELP_SERVER_URL=http://<intranet.server>/ngfw_680_help_a_en-us.

Save the changes to the SGClientConfiguration.txt file.
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7) Start the Management Client.

Result

The Management Client automatically uses the online Help from the specified location.
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Chapter 8
Network address translation (NAT)

and how it works

®  Network address translation and how it works on page 121
m  Static source translation on page 122

®  Dynamic source translation on page 122

m  Static destination translation on page 123

m  Destination port translation on page 124

Network address translation (NAT) means changing the IP address or port information in packets. Most often, NAT is
used to allow internal hosts to communicate via networks where their actual address is not routable and to conceal the
internal network structure from outsiders.

Network address translation and how it
works

Network address translation (NAT) changes the source or destination IP address or port for packets traversing
the firewall.

NAT is most often used to hide internal networks behind a single or just a few routable IP addresses on the
external network. NAT is also often used to translate an external, routable destination address into the private
internal address of a server. For destination NAT, port translation (sometimes referred to as PAT) is also possible
when the protocol in question uses ports. Port translation can be used to redirect a standard service, such as
HTTP (port 80/TCP), to a non-standard port (for example, port 8080/TCP). The NAT rules are stored in policy
elements.

NAT is applied to traffic that has been already been allowed by Access rules that have connection tracking
enabled. If you have Access rules that turn off connection tracking for some traffic, you cannot use address
translation with those connections.

There are five possible methods for network address translation (these methods are explained in more detail in
the next sections):

m  Static source translation, which translates each single IP address to some other single IP address (one-to-one
relationship).

®m  Dynamic source translation, which translates several IP addresses to a single IP address or a small pool of IP
addresses (many-to-one/many-to-some relationship) differentiated by port. This method is not supported with
Multi-Link if the Loose connection tracking mode is used.

m  Static destination translation, which translates each single IP address to some other single IP address (one-to-
one relationship).

m  Destination port translation, which translates a port to a different one (one-to-one relationship).
®  Both source translation and destination translation for the same connection.
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Dynamic destination translation is done automatically as part of the Server Pool feature.

Also, when NAT is applied, return address translation is needed to allow reply packets to reach the correct sender
or to show the source address that the destination host expects. However, return address translation does not
normally need configuration as it is applied automatically with the help of connection tracking.

Related concepts
Getting started with inbound traffic management on page 727
Getting started with policies on page 773

Static source translation

In static source translation (one-to-one source translation), the source IP address of a certain host is always
translated using the same specific IP address.

Static source translation provides one-to-one source translation. Often, the original source address is the actual
assigned IP address for a device on an internal network or DMZ. The translation is then applied to a public IP
address belonging to the public IP address range assigned by the Internet service provider (ISP).

Internal Network @ @ Public Server
192.168.1.101 198.51.100.100
Source packet Translated packet

SRC: 192.168.1.101
DST: 198.51.100.100

SRC: 203.0.113.50
DST: 198.51.100.100

SRC: 198.51.100.100
DST: 192.168.1.101

\ J \

Translated reply packet Reply packet

® ®

The packet starts out with the original source (SRC) and destination (DST) IP addresses.

SRC: 198.51.100.100
DST: 203.0.113.50

The firewall replaces the source address of the packets with a translated source IP address.

The server responds, using the translated IP address as the destination of the response.

A WO N -

Connection tracking information is used to automatically translate the reply packets. The firewall
replaces the destination IP address in the server’s response with the original address so that the
responses find their way back to the host.

You can also define static translation using whole networks. There is still a fixed one-to-one relationship
between each original and translated IP address, so the original and translated networks must be of the same
size. The addresses map to their counterparts in the other network. For example, if you translate the network
192.168.10.0/24 to 203.0.113.0/24, the host 192.168.10.201 is always translated to 203.0.113.201.

Dynamic source translation

Dynamic source translation allows translating many original IP addresses to a much smaller pool of translated
addresses, even a single IP address.

Dynamic source translation, sometimes referred to as hide NAT, is often used to mask the internal networks of a
company behind one or a few public, routable IP addresses provided by an ISP.
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This illustration shows the process for dynamic source translation. Because dynamic source translation involves
multiple hosts using the same IP address (in a many-to-one or many-to-some relationship), the firewall needs
more information to differentiate the connections when the reply packets arrive. For this, the firewall uses the

source port.
Internal Network @ @ Public Server
192.168.1.101 198.51.100.100
Source packet Translated packet
SRC: 192.168.1.101 SRC: 203.0.113.50:9345
DST: 198.51.100.100 DST: 198.51.100.100:80
SRC: 198.51.100.100 SRC: 198.51.100.100:80
DST: 192.168.1.101 DST: 203.0.113.50:9345
Translated reply packet Reply packet

® ®

1 Hosts make connections.

2 Each host is assigned a unique port from one of the unreserved high ports to track its connections.
3 The reply packet is sent to the same unique port.

4 The destination is translated to the original source address and port

Static destination translation

Destination translation is typically needed to translate new incoming connections from a server’s public IP
address to the server's private IP address.

You can use static destination translation for both IP addresses and ports.
In this illustration, a host on the Internet connects to a server on the internal network.

Internal Network @ @ External Network
192.168.1.101 198.51.100.200
Translated packet Source packet

SRC: 198.51.100.200
DST: 192.168.1.101

SRC: 198.51.100.200
DST: 203.0.113.100

SRC: 192.168.1.101
DST: 198.51.100.200

SRC: 203.0.113.100
DST: 198.51.100.200

Reply packet Translated reply packet

® ®

1 The host connects to the external, public IP address.

2 The firewall translates the destination address to the private IP address of the server on the internal
network.

3 The server sends its response back.

4 The firewall automatically translates the source address back to the external IP address.

You can also define static translation for whole same-size networks at once. This works in the same way as in
static source translation.
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Destination port translation

Destination NAT can also be used to translate ports.

For example, web traffic to the corporate web servers on a DMZ would typically come in on port 80. However,
an administrator might want to run the web service on a non-standard port for security or network management
reasons. The original destination port can be translated using static destination port translation with or without
destination address translation.
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Chapter 9
Configuring system
communications

Considerations for setting up system communications on page 125
Define contact IP addresses on page 127

Select the Location for the Management Client on page 134

Create HTTP Proxy elements on page 134

Configuring NTP for the SMC Appliance and NGFW Engines on page 135
Configuring SMC Appliance communications on page 138

Considerations for Multi-Link system communication on page 139

System communications involve traffic between SMC components, traffic between SMC components and external
components that are a part of the system configuration, and external access into the system.

Considerations for setting up system
communications

Firewalls and Layer 2 Firewalls do not automatically allow communications of other system components that pass
through the engine. Make sure that all necessary traffic is allowed in the engine's policy.

The predefined Firewall Template Policy and Layer 2 Firewall Template Policy allow most types of system
communications between the engine and the components it interacts with. You must create rules to allow any
other communications through Firewalls or Layer 2 Firewalls.

System communications through a NAT device

If NAT is applied between two SMC components, you must define the translated IP address as a contact address.
In NATed communications, the contact address is contacted instead of the component’s real IP address. A single
component can have several contact addresses.

Location elements define when a contact address is used and which of the defined contact addresses is used.
When NAT is applied between two communicating SMC components, you must separate them into different
locations. Components that are in the same location use the primary IP address when communicating with

each other and ignore all contact addresses. When components contact a component that belongs to a different
location, they use the defined contact address.

For example, when a Management Server contacts an engine node through NAT, the Management Server
uses the NATed contact address, not the engine’s real IP address. The NAT device between the components
translates the NATed address to the engine’s real IP address as usual.
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You can define a default contact address for contacting a component in the Properties dialog box of the element.
When components that belong to another location contact the element and the element has no contact address
defined for its location, the element’s default contact address is used.

If you do not select a location for an element that has the location option, the element’s location is set to Not
Specified. When SMC and NGFW components contact components for which the location is not specified,
they use the element’s default contact address. If you want components to use the primary IP address when
communicating with each other, the elements must belong to the same location, or you must define a location-
specific exception for the elements.

Example of using contact addresses and locations

Branch Office

&

Remote
Headquarters Location NGFW Engine

-G

Central Remote
NGFW Engine NGFW Engine

Remote
‘NGFW Engine

Log or Management
Server

\.

In this example scenario, a Management Server and a Log Server manage SMC components both at a
company’s headquarters and at three branch offices.

® The SMC servers and the Central Firewall are at the “Headquarters” location.
® The Remote Firewalls are all at the “Branch Office” location.

In this scenario, contact addresses are typically needed as follows:

m  The Firewall at the headquarters or an external router can provide the SMC servers external IP addresses
on the Internet. The components at the branch offices contact the servers through the Internet. The external
addresses of the SMC servers must be defined as contact addresses for the “Branch Office” location.

®  The Branch Office Firewall or an external router can provide external addresses for the SMC components
at the branch office. The external IP addresses of the engines must be defined as contact addresses for the
“Headquarters” location so that the Management Server can contact the components.

m  Alternatively, the external address of each component can be defined as a Default contact address without
adding a specific entry for “Headquarters” or “Branch Office”. The Default contact address is used when a
component does not have a specific contact address definition for the contacting component’s location. The
components must still be divided into separate locations for the contact address to be used.

If there are Management Clients used at any of the branch offices, each administrator must also select
“Branch Office” as their location in the Management Client. Selecting the Management Client location allows
administrators to view logs from a remote Log Server that is behind a NAT device.

Related concepts
Network interfaces for NGFW Engines on page 525
Defining IP addresses as elements on page 879
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Related tasks
Select the Location for the Management Client on page 134

Related reference
Security Management Center ports on page 1415
Forcepoint NGFW Engine ports on page 1418

Define contact IP addresses

Contact addresses are required when NAT is applied between to SMC components. You can define contact
addresses for NGFW Engines, Master NGFW Engines, and most types of server elements.

The contact addresses are defined in the element properties. The contact addresses are based on Location
elements. You can also define a Default contact address that is used whenever no contact address is defined for
a certain Location.

You create the Locations and add elements to the Locations based on how your network is set up. Then you
define the Contact Addresses for each element for each Location in the properties of the elements. All SMC
components in other Locations then use the addresses defined for their Location for contact.

Related concepts
Considerations for Multi-Link system communication on page 139

Related tasks
Define endpoints for VPN Gateway elements on page 1134

Create Location elements

If network address translation (NAT) is applied between communicating SMC components, the components must
be assigned to different Locations in the configuration. You create the Locations and add elements to them based
on how your network is set up.

If a system has several Locations, but each component always has the same external IP address, each element
only needs a Default contact address. When new system elements are added, they have to be assigned a
specific Location, but they only need a Default contact address.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Other Elements > Locations.

3) Right-click Locations, then select New Location.
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4) Enter a Name and an optional Comment.
5) Browse to the type of elements you want to assign to the Location element in the Resources pane.

6) Select one or more elements and click Add.
The selected elements are added to the Content pane.

7) Click OK.

Define Management Server or Log Server
contact addresses

If NAT is used between SMC components or if SMC servers are contacted by external servers, you can configure
contact addresses for Management Servers and Log Servers.

You can configure multiple contact addresses for each type of server.

If you use Multi-Link, we recommended defining a separate contact address for each NetLink for the
Management Server and the Log Server. This way, if a NetLink goes down, the engines can still be managed and
can still send status and log data to the Log Server.

E Note
| 4

If the IP addresses at which the server can be reached change, you must manually update the
server contact addresses.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Network Elements.
2) Browse to Servers.

3) Right-click the server element for which you want to define a contact address and select Properties.
The Properties dialog box for that server opens.

4) Select the Location of this server.

5) If necessary, edit the contact addresses.

® A default contact address is automatically entered based on the element properties.
m |f the server has multiple default contact addresses, separate the addresses with commas.

6) (Optional) Click Exceptions to define further contact addresses for contacting the server from specific
Locations.

7) Click Add and select a Location.
A new row is added to the table.
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8) Click the Contact Address column and enter the IP addresses that the components belonging to this
Location must use when they contact the Server.

You can enter several contact addresses per Location for Management Servers and Log Servers.
Separate the contact addresses with a comma.

E Note
| 4

Elements that belong to the same Location element always use the primary IP address
(defined in the element’s properties) when contacting each other. Elements that do not belong
to a specific Location belong to the Default Location.

9) Click OK to close the Exceptions dialog box.

10) Click OK to close the Server Properties dialog box.

Related tasks
Select the Location for the Management Client on page 134
Change the Management Server IP address on page 473

Define contact addresses for NGFW Engines

You must define a Location and a contact address if NAT is applied to the communications between the NGFW
Engine and some other component that contacts the NGFW Engine.

If you use Multi-Link, add contact addresses for each NetLink.
StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Right-click an engine element and select Edit <element type>.
The Engine Editor opens.

3) Inthe General pane, select the Location for this element.
4) Browse to Interfaces in the navigation pane on the left.
5) In the tree view, expand the tree and double-click the Cluster Virtual IP Address (CVI), Node Dedicated IP

Address (NDI), or the IP address for which you want to define a contact address.

On Firewall Clusters, the CVI contact address is used for VPNs and NDI contact addresses are used for
other system communications.
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Define contact addresses for a single NGFW
Engine or a Cluster Virtual IP Address

If NAT is applied to communications between the NGFW Engine and some other component that contacts the
NGFW Engine, define the Default contact address for the single NGFW Engine or the Cluster Virtual IP Address
(CVI). You can also define location-specific contact addresses.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

8)

9)

10)

11)

Select #. Configuration.

Right-click an engine element and select Edit <element type>.
In the General pane, select the Location for this element.
Browse to Interfaces in the navigation pane on the left.

In the tree view, expand the tree and double-click the Cluster Virtual IP Address (CVI) or the IP address for
which you want to define a contact address.

On Firewall Clusters, the CVI contact address is used for VPNs and NDI contact addresses are used for
other system communications.

In the IP Address Properties dialog box, define the Default contact address. The Default contact address
is used by default whenever a component that belongs to another Location connects to this interface.

m [f the interface has a static Default contact address, enter the Default contact address in the Default
field.

® [f the interface has a dynamic Default contact address, select Dynamic (next to the Default field)
before entering the Default contact address.

If components from some Locations cannot use the Default contact address to connect to the interface,
click Exceptions to define Location-specific contact addresses.

Click Add and select the Location.

Click the Contact Address column and enter the IP address that the components in this Location use
when they contact the interface or select Dynamic if the interface has a dynamic contact address.

E Note
| 4

Elements that belong to the same Location element always use the primary IP address
(defined in the element’s properties) when contacting each other. Elements that do not belong
to a specific Location belong to the Default Location.

Click OK to close the Exceptions dialog box.

Click OK to close the IP Address Properties dialog box.
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Related tasks
Select the Location for the Management Client on page 134

Define contact addresses for Node Dedicated
IP Addresses

If NAT is applied to communications between the engine and some other component that contacts the engine,
define the Default contact address for the Node Dedicated IP Address (NDI). You can also define location-specific
contact addresses.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Right-click an engine element and select Edit <element type>.
3) In the General pane, select the Location for this element.

4) Browse to Interfaces in the navigation pane on the left.

5) In the tree view, expand the tree and double-click the Node Dedicated IP Address (NDI) or the IP address
for which you want to define a contact address.

On Firewall Clusters, the CVI contact address is used for VPNs and NDI contact addresses are used for
other system communications.

6) In the IP Address Properties dialog box, double-click the Contact Address cell and define the contact
address for each node in the Node Dedicated IP Address section.

7) Enter the Default contact address.

The Default contact address is used by default whenever a component that belongs to another Location
connects to this interface.

8) If components from some Locations cannot use the Default contact address, click Add to define Location-
specific contact addresses.

9) Click the Contact Address column and enter the IP address that the components assigned to this
Location must use when they contact the node.

E Note
| 4

Elements that belong to the same Location element always use the primary IP address
(defined in the element’s properties) when contacting each other. Elements that do not belong
to a specific Location belong to the Default Location.

10) Click OK to close the Exceptions dialog box.
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11)

Once you have defined the contact addresses for each node, click OK to close the IP Address Properties
dialog box.

Related tasks
Select the Location for the Management Client on page 134

Define contact addresses for an IPS Cluster or
a Layer 2 Firewall Cluster

If NAT is applied to communications between the IPS Cluster or Layer 2 Firewall Cluster and some other
component that contacts the cluster, define the Default contact address for the IPS Cluster or a Layer 2 Firewall
Cluster. You can also define location-specific contact addresses.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)
4)

5)

6)

7)

8)

Select #. Configuration.

Right-click an engine element and select Edit <element type>.
The Engine Editor opens.

In the General pane, select the Location for this element.

Browse to Interfaces in the navigation pane on the left.

In the tree view, expand the tree and double-click the Cluster Virtual IP Address (CVI) or the IP address for
which you want to define a contact address.

On Firewall Clusters, the CVI contact address is used for VPNs and NDI contact addresses are used for
other system communications.

In the IP Address Properties dialog box, double-click the Contact Address cell.

Enter the Default contact address at the top of the dialog box.

The Default contact address is used by default whenever a component that belongs to another Location

connects to this interface.

If components from some Locations cannot use the Default contact address, click Add to define Location-
specific contact addresses.
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9)

10)

11)

Click the Contact Address column and enter the IP address that the components belonging to this
Location must use when they contact the interface.

E Note
| 4

Elements that belong to the same Location element always use the primary IP address
(defined in the element’s properties) when contacting each other. Elements that do not belong
to a specific Location belong to the Default Location.

Click OK to close the Exceptions dialog box.

Click OK to close the IP Address Properties dialog box.

Related tasks
Select the Location for the Management Client on page 134

Define contact addresses for an External VPN
Gateway

Define a contact address for an External VPN Gateway if the IP address for contacting the gateway is different
from the IP address of the gateway's interface (for example, because of NAT).

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
a)
5)

6)

7)

8)

Select #. Configuration, then browse to SD-WAN.

Browse to Gateways.

Right-click an External VPN Gateway element, then select Properties.

In the External VPN Gateway Properties dialog box, click the Endpoints tab.
Right-click an endpoint and select Properties.

Enter the Default contact address or select Dynamic if the Default contact address is dynamic.

®  The Default contact address is used by default whenever a component that belongs to another Location
connects to this endpoint.

(Optional) If some components cannot use the Default contact address, click Exceptions to define contact
addresses that the components use to connect to this endpoint.

Click Add and select a Location.
A new row is added to the table.
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9) Click the Contact Address column and enter the IP address that components belonging to this Location
use when they contact the endpoint, or select Dynamic.

10) Click OK to close the Exceptions dialog box.

11)  Click OK to close the Endpoint Properties dialog box.

Select the Location for the Management
Client

If NAT is applied between the Management Client and a Log Server, you might need to change the Location of
the Management Client to view the logs.

The Location to select depends on the system configuration. The Default selection is appropriate if the Log
Server has a specific Location and the Log Server’s Default contact address is correct for your current network
connection.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Click the Location name in the status bar at the bottom right corner of the Management Client window, then
select the Location.

@ Beijing Office
9 Ha

@ London Office
Q Default

i ® Default~ | A

Next steps

You might also need to add a Location and define a contact address for this specific Location in the Log Server’s
properties.

Create HTTP Proxy elements

You can send HTTP requests through an HTTP proxy so that the NGFW Engine does not need to access the
external network directly.

You can use HTTP proxies when the NGFW Engine needs to communicate with file reputation services, sandbox
services, URL categorization services, and certificate validation services.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Browse to Other Elements > Engine Properties > HTTP Proxies.
3) Right-click HTTP Proxies, then select New > HTTP Proxy.

4) Configure the settings.

5) Click OK.

Configuring NTP for the SMC Appliance
and NGFW Engines

You can use external NTP servers to provide time synchronization for the SMC Appliance and NGFW Engines.

By default, the SMC Appliance uses the public Forcepoint NTP servers. The Management Server and default Log
Server synchronize with the SMC Appliance time.

By default, NGFW Engines get time setting commands from the Management Server. If an NGFW Engine is
configured to use NTP and it can successfully get the time from an external NTP server, the NGFW Engine
ignores time setting commands from the Management Server.

You must have an SMC Appliance to configure NTP for SMC servers in the Management Client.

E Note
| 4

You cannot configure NTP in the Management Client for SMC installations on third-party hardware
or virtualization platforms. On third-party hardware or virtualization platforms, the SMC gets the time
from the operating system. When you use third-party hardware or virtualization platforms, you must
configure NTP at the operating system level on the third-party hardware or virtualization platform.
For more information, see Knowledge Base article 9680.

Create NTP Server elements

NTP Server elements represent the external NTP servers to provide time synchronization for the SMC Appliance
and NGFW Engines.

You can use the same NTP servers for the SMC Appliance and NGFW Engines.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Network Elements.

2) Right-click Servers, then select New > NTP Server.
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3)

4)

5)

6)

7)

8)

9)

In the Name field, enter a unique name.

(Optional) In the Host Name field, enter the host name of the NTP server.

E Note
4

If you do not enter a host name, you must enter an IPv4 address or an IPv6 address.

(Optional) In the IP Address or IPv6 Address field, specify the IP address in one of the following ways:

m  Enter the IPv4 or IPv6 address of the NTP server.
The same NTP Server element can have both an IPv4 address and an IPv6 address.

®  To automatically resolve the IP address from the host name in the Name field, click Resolve.

E Note
4

If you do not enter an IPv4 address or an IPv6 address, you must enter a host name.

From the Key Type drop-down list, select the key type.

In the Key ID field, enter a unique numerical identifier for the key.
The value must be between 1—65534.

In the Key field, enter the key.

Click OK.

Enable NTP time synchronization on the SMC
Appliance

You
and

can configure the SMC Appliance to use external NTP servers so that network devices accurately log events
complete scheduled tasks.

Before you begin

You must have an SMC Appliance to configure NTP in the Management Client.

E

Note

You cannot configure NTP synchronization from both the command line of the SMC Appliance and
the Management Client. Command line changes persistently override any NTP changes that you
configure in the Management Client.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

In the Management Client, select = Menu > System Tools > Global System Properties.
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2)

3)

4)

5)

6)

On the NTP tab, select Enable time synchronization from NTP server.

To add a row to the table, click Add.

To add an NTP server, right-click the NTP Server cell, select Select, then select an NTP Server element.
(Optional) If there is more than one NTP server, select the preferred NTP server.

Click OK.

Enable NTP time synchronization for NGFW
Engines

You can configure NGFW Engines to use external NTP servers.

In environments where there are Master NGFW Engines and Virtual NGFW Engines, you can select NTP servers
only for Master NGFW Engines. Virtual NGFW Engines do not communicate directly with NTP servers.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)
5)
6)
7)

8)

Select ©. Configuration.

Right-click an NGFW Engine, then select Edit <element type>.

In the navigation pane on the left, browse to General > NTP.

Select Enable time synchronization from NTP server.

To add a row to the table, click Add.

To add an NTP server, right-click the NTP Server cell, select Select, then select an NTP Server element.
(Optional) If there is more than one NTP server, select the preferred NTP server.

Click W Save and Refresh.
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Configuring SMC Appliance
communications

You can configure SSH access to the SMC Appliance, configure serial console connections for the SMC
Appliance, and set a BIOS password for the SMC Appliance.

Configuring SSH access to the SMC Appliance

You can access the SMC Appliance command line through SSH.

E Note
| 4

In FIPS mode, SSH access to the SMC Appliance is not allowed.

Two authentication options are available:

® Logon and password — All administrators with unrestricted permissions (superusers) in SMC can use their
password to log on to the SMC Appliance through SSH.

®m Public and private key — You can generate a public and private RSA key pair for each administrator
or server. For more information about using an RSA key pair to authenticate to the SMC Appliance, see
Knowledge Base article 12503.

Related concepts
Getting started with administrator accounts on page 363

Connect to the SMC Appliance using a serial
console

You can configure the serial port on the SMC Appliance to receive serial console connections.

Steps
1) From the command line, log on to the SMC Appliance.

2) To enable the serial console, enter the following command:

sudo smca-system toggle-console

O Tip

To disable the serial console, enter the same command again.

The SMC Appliance is now listening for serial console connections.
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3) To connect to the serial console, connect a console cable from your computer to the SMC Appliance, then
open a terminal console program with these settings:

= Bits per second — 9600
= Data bits — 8
m Parity — none
m  Stop bits — 1

Use the SMC Appliance to make outbound
serial connections

You can configure the serial port on the SMC Appliance to make outbound serial connections, for example to
NGFW appliances.

Steps

1) From the command line, log on to the SMC Appliance.

2) If the serial console is enabled, enter the following command to disable the serial console:
sudo smca-system toggle-console

The SMC Appliance stops listening for serial console connections.
3) Connect a console cable from the SMC Appliance to the other device.

4) Enter the following command to start the screen utility:

screen /dev/ttySe 9600

Considerations for Multi-Link system
communication

If a remotely managed Firewall has Multi-Link, we recommend adding a primary and a secondary control
interface for different ISP connections. Adding a control interface for each ISP connection guarantees connectivity
if one of the ISP connections fails.

Make sure that you configure these addresses consistently in the following parts of the configuration:

® For the interface address on the Firewall.

®  For the external contact addresses (if applicable).

® In the NAT rules of the Firewall that protects the Security Management Center (SMC) servers (as necessary).

If there is a Multi-Link connection between a Management Server or Log Server and the components that contact
them, define a contact address for each network connection. Make sure that your NAT rules translate from each
external address to the correct internal address of the SMC server.
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Related concepts
Defining Multi-Link routes on page 715

Related tasks
Select system communication roles for firewall interfaces on page 551
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Chapter 10
Managing certificates for system

communications

How certificates work on page 141

Types of internal certificate authorities on page 142

Using certificates to secure communications to external components on page 146
Creating certificates on page 150

Configure settings for certificate validation on page 153

Renewing certificates on page 153

Certificates are proof of identity that SMC components and NGFW Engines use to authenticate themselves in
communications.

How certificates work

SMC servers and NGFW Engines use certificates to identify each other in system communications, and to secure
communications to external components.

E Note
| 4

Do not confuse certificates with licenses. Certificates are proof of identity that components use to
authenticate themselves in communications. Licenses are a proof of purchase used for ensuring
that your organization is a legal license holder of the software.

To be able to communicate with other SMC components, each SMC server and NGFW Engine must have a
valid certificate. The certificates used in system communications are always generated by the internal certificate
authority (CA) that runs on the Management Server.

Certificates can also be used:
®  For communication with some external components.

® In VPNs for authentication between remote gateways.
m By NGFW Engines for TLS inspection.

Related concepts
TLS inspection and how it works on page 1023
VPN certificates and how they work on page 1205
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Default elements for certificates

There are several predefined elements for working with certificates.

The Management Server includes an Internal RSA Certificate Authority element that issues all certificates that
SMC servers and NGFW Engines use for communication with other SMC components.

Predefined Trusted Certificate Authority elements represent the signing certificates of major certificate authorities.
Default Trusted Certificate Authority elements are automatically added from dynamic update packages and
cannot be edited or deleted. You can also create your own Trusted Certificate Authority elements to represent
other certificate authorities that the SMC servers and NGFW Engines trust.

Limitations of certificates

Certificates used in system communications become invalid when the internal certificate authority changes.

The internal certificate authority can change if the Management Server is reinstalled and the configuration is
recreated manually or by importing elements instead of importing a backup. Management Server backups contain
certificate authority information. If backup restoration is not an option, all SMC components must receive a new
certificate for system communications.

In some cases, restoring the Management Server backup might also cause the internal certificate authority to
be different from the certificate authority that was used to create certificates for some components. The invalid
certificates must be replaced with new ones.

Types of internal certificate authorities

The SMC can have either an internal Elliptic Curve Digital Signature Algorithm (ECDSA) certificate authority or an
internal RSA certificate authority.

ECDSA is a digital signature algorithm that uses elliptic curve cryptography. Using an internal ECDSA certificate
authority enables 256-bit encryption on the Management Server for connections between the Management
Server and NGFW Engines.

You can only use one type of internal certificate authority at a time.

Change the type of the internal certificate
authority

When you install the SMC, an internal Elliptic Curve Digital Signature Algorithm (ECDSA) certificate authority or
an internal RSA certificate authority is automatically created. You can optionally change the type of the internal
certificate authority.
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Before you begin

CAUTION

Creating a new internal CA replaces the existing internal CA. We strongly
recommend creating a Management Server backup before creating a new internal
certificate authority.

When you create a new internal certificate authority, SMC components gradually start using the new internal CA
to sign certificates. The state of the internal CA changes as the CA starts signing certificates.

Internal certificate authority states

State Description

Created for Different The new internal CA has been created, but it is not yet ready to begin signing
Certificate Type certificates.

Ready to Use for The new internal CA is ready to begin signing certificates.

Different Certificate

At first, only Management Server certificates are signed by the new internal CA.

Type Certificates for other components are signed by whichever internal CA is currently
used by the Management Server.
Active Certificates for all components are signed by the new internal CA.

In an environment with multiple Management Servers, the new internal CA
changes to the Active state when all Management Servers use the new internal
CA.

When you start using a new internal CA, you must recertify all SMC servers. You might also need to make initial
contact between the NGFW Engines and the Management Server.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)

3)

4)

5)

Select #. Configuration, then browse to Administration.
Browse to Certificates > Internal Certificate Authorities.

Right-click Internal Certificate Authorities, then select Create New Internal RSA Certificate Authority
or Create New Internal ECDSA Certificate Authority.

You are prompted to confirm that you want to create a new internal CA.

Click Yes.

The element creation process begins and a new tab opens to show the progress of the process. When the
process is finished, the progress report shows the steps that you must take next. The status of the new
internal CA is Created for Different Certificate Type.

Restart the Log Server and the Web Portal Server.
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6) Start the Renew Internal Certificate Authorities Task.

a) Select % Configuration, then browse to Administration.
b) Select Tasks > Definition.

c) Right-click the Renew Internal Certificate Authorities Task, then select Start.

When the task finishes running, the status of the new internal CA is Ready to Use for Different
Certificate Type.

7) Check the progress report of the task to see what further steps are required.

a) Browse to History.

b) Right-click the Renew Internal Certificate Authorities Task, then select Show Progress Report.

The progress report shows which steps you must take next. Follow the instructions to resolve any issues.
For example, you might be prompted to check the status or connectivity of some NGFW Engines.

8) Recertify the Management Server.

9) Start the Renew Internal Certificate Authorities Task again.
When the Task is finished, the status of the new internal CA is Active.

10)  Recertify the Log Server and the Web Portal Server.

Next steps

If you created a new internal ECDSA CA and NGFW Engines cannot communicate with the Management Server,
make sure that 256-bit encryption is enabled on the NGFW Engines. Then make initial contact between the
NGFW Engines and the Management Server.

Related tasks

Recertify SMC servers on page 154

Back up system configurations on page 1251
Start Tasks manually on page 1287

Related reference
Security Management Center commands on page 1389

Manually enable 256-bit security strength for
NGFW Engines

When you start using a new internal ECDSA certificate authority, 256-bit encryption is automatically enabled for
NGFW Engines. If an NGFW Engine cannot communicate with the Management Server, manually enable 256-
bit encryption on the NGFW Engine, then make initial contact between the NGFW Engine and the Management
Server.
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Before you begin

Create a new internal ECDSA certificate authority.

Steps

1)

On the command line of the NGFW Engine, enter one of the following commands to start the NGFW
Configuration Wizard:

sg-reconfigure --no-shutdown

The NGFW Configuration Wizard starts without shutting down the NGFW Engine. Network interface
settings cannot be changed in this mode.

sg-reconfigure

The NGFW Engine shuts down, then the NGFW Configuration Wizard starts. All options are available if
you have a local connection. If you have a remote SSH connection, you cannot change network interface
settings because the NGFW Engine always uses the no-shutdown mode for SSH connections.

2) Select Next on each page until the Prepare for Management Contact page opens.
3) Select Contact or Contact at Reboot, then press the spacebar.
4) Enter the Management Server IP address and the one-time password.
E Note
4
The one-time password is specific to each NGFW Engine and can be used only for one initial
connection to the Management Server. After initial contact has been made, the NGFW Engine
receives a certificate from the SMC for identification. If the certificate is deleted or expires,
repeat the initial contact using a new one-time password.
5) Select 256-bit Security Strength, then press the spacebar to use 256-bit encryption for the connection to
the Management Server.
6) (Optional) Enter the fingerprint for the Management Server.
a) Select Edit Fingerprint, then press Enter.
b) Enter the Management Server’s certificate fingerprint.
The fingerprint is shown in the Management Client when you save the initial configuration.
7) Select Finish, then press Enter.
Result

The NGFW Engine tries to make initial Management Server contact. The progress is shown on the command
line.
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Using certificates to secure
communications to external components

You can use certificates to secure communications from the SMC servers or NGFW Engines to external
components.

You can use certificates to secure the following types of communications:

®m  Forwarding log or audit data from the Management Server or Log Server to external syslog servers.
®m  LDAP connections between the NGFW Engine and external LDAP or Active Directory servers.

®  Communication between NGFW Engines and the Forcepoint User ID Service server.
For information about configuring the Forcepoint User ID Service server to communicate with NGFW Engines,
see the document How to integrate Forcepoint User ID Service with other Forcepoint products and Knowledge
Base article 14100.

The configuration consists of the following general steps:

1) Define the trusted certificate authority for securing communications with external components in one of the
following ways:
m  Use one of the default Trusted Certificate Authority elements.
m Create a Trusted Certificate Authority element and import an external CA’s certificate.

m  Use the Management Server's internal certificate authority.
Export the active internal CA's certificate, then configure the external component to trust the internal CA.

2) Create a TLS Profile element.
TLS Profile elements define the following settings:

m  Settings for cryptography
®  Trusted certificate authorities
® TLS version

3) To verify the identity of the TLS server to secure the TLS-protected traffic from the Log Server or the
Management Server, configure TLS server identity.

For example, if you want to use the Forcepoint User ID Service server's certificate to secure communications
from Forcepoint User ID Service to the NGFW Engine, you must create a Trusted Certificate Authority element
to represent the CA, then select the CA as a trusted CA in the TLS Profile element that is used in the Forcepoint
User ID Service configuration on the NGFW Engine.

Create Trusted Certificate Authority elements

If you want to use a certificate signed by a certificate authority that is not one of the default Trusted Certificate
Authority elements, you must create a new Trusted Certificate Authority element.

stepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
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2) Browse to Certificates > Certificate Authorities > Trusted Certificate Authorities.
3) Right-click Trusted Certificate Authorities, then select New Trusted Certificate Authority.
4) In the Name field, enter a unique name.
E Note
4
No other fields on the General tab can be edited. The fields are filled in automatically based on
the information contained in the certificate that you import.
5) On the Certificate tab, import a certificate.
a) Click Import.
b) Browse to the certificate, then click Open.
c) Click OK.
6) Click OK.
Next steps

To use the Trusted Certificate Authority element in a TLS Profile element, create or modify the TLS Profile
element.

Export certificate of the active internal
certificate authority

You can use the Management Server's active internal certificate authority as the trusted certificate authority for
securing communications with external components.

You must export the certificate of the active internal certificate authority, then configure the external component to
trust the active internal certificate authority, and import the certificate of the active internal certificate authority on
the external component.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

Select #. Configuration, then browse to Administration.

Browse to Certificates > Certificate Authorities > Internal Certificate Authorities.
Right-click the active internal certificate authority, then select Properties.

On the Certificate tab, click Export.

Save the certificate.
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6)

Click Cancel to close the properties of the internal certificate authority.

Next steps

Configure the external component to trust the internal certificate authority, and import the certificate of the active
internal certificate authority on the external component.

Create TLS Cryptography Suite Set elements

TLS Cryptography Suite Set elements define which cryptographic algorithms are allowed for encrypting TLS
traffic.

The default NIST (SP 800-52) Compatible SSL Cryptographic Algorithms element allows SSL cryptographic
algorithms that are compatible with the following standard: NIST SP 800-52 Rev. 1 Guidelines for the Selection,
Configuration, and Use of Transport Layer Security (TLS) Implementations. If the default cryptographic algorithms
meet your needs, there is no need to create a custom TLS Cryptography Suite Set element.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

Select #. Configuration, then browse to Administration.

Browse to Certificates > Other Elements > TLS Cryptography Suite Sets.

Right-click TLS Cryptography Suite Sets, then select New TLS Cryptography Suite Set.
In the Name field, enter a unique name.

Select one or more cryptographic algorithms.

®  Algorithms in the Common section are compatible with SSL 3.0, TLS 1.0, TLS 1.1, and TLS 1.2.
®  Algorithms in the TLS 1.2 Only section are only compatible with TLS 1.2.

Click OK.

Create TLS Profile elements

TLS Profile elements define the settings for cryptography, trusted certificate authorities, and the TLS version used
in TLS-protected traffic.

You can use TLS Profile elements for the following purposes:

Enabling TLS-protected audit or log data forwarding to an external syslog server

Enabling TLS encryption for LDAP connections between the NGFW Engine and external LDAP or Active
Directory servers

Defining the TLS settings for HTTPS connections for browser-based user authentication

Defining the trusted certificate authority for client certificate authentication for browser-based user
authentication
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®  Authenticating connections between the NGFW Engine and the server on which Forcepoint User ID Service
has been installed

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Browse to Certificates > Other Elements > TLS Profiles
3) Right-click TLS Profiles, then select New TLS Profile.

4) In the Name field, enter a unique name for the TLS Profile.

5) Click Select next to the TLS Cryptography Suite Set field, then select a TLS Cryptography Suite Set
element.

6) Select the trusted Certificate Authorities.
m Select Trust Any if you want to allow the use of any valid certificate authority.
m  Select Trust Selected, then click Add to specify the trusted Certificate Authorities.

7) Configure the other settings as needed.

8) Click OK.

Configure TLS server identity

TLS server identity determines how SMC servers or NGFW Engines verify the identity of the external servers with
which they communicate.

You can configure TLS server identity in the following elements:
®  Management Servers and Log Servers — Defines how the identity of the syslog server to which log data is
forwarded from the Management Server or the Log Server is verified.

®  Active Directory Server or LDAP Server — Defines how the identity of the Active Directory Server or LDAP
Server is verified when the LDAPS or Start TLS protocols is used to secure the LDAP connection between the
external server and the Management Server and NGFW Engines.

®  Forcepoint User ID Service — Defines how the identity of the Forcepoint User ID Service that sends user
identification information to the NGFW Engines is verified.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click the element for which you want to define the TLS server identity, then select Properties.

2) Define the TLS server identity depending on the type of element.

®  Management Server or Log Server — Click the Audit Forwarding or Log Forwarding tab, double-click
the TLS Server Identity cell, then define the TLS server identity settings.
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3)

4)

5)

6)

®  Active Directory Server or LDAP Server — On the General tab, select LDAPS or Start TLS from the
LDAP Protocol drop-down list.

m  Forcepoint User ID Service — Click the Certificate tab.
From the TLS Server Identity drop-down list, select the server identity type field to be used.

(Optional) Click Fetch from Certificate to fetch the value of the server identity type field from a certificate.

E Note
4

You can fetch the value of the server identity field from a certificate only if the server identity
field is Distinguished Name, SHA-1, SHA-256, SHA-512, or MD5.

In the Identity Value field, enter the value of the server identity field.

Click OK.

Creating certificates

You can generate certificates in the SMC, then sign the certificate request with tools in the SMC or with an
external certificate authority.

TLS Credentials elements represent both certificate requests and signed certificates in the Management

Client. When a certificate request has been signed, the TLS Credentials element represents a certificate. In the
Configuration view, the State column for the TLS Credentials element shows whether the element represents a
certificate request or a signed certificate.

There are three ways to sign certificate requests:

Self-sign the certificate request.
Sign the certificate request with the Management Server's internal certificate authority.

Export the certificate request, sign the certificate request with an external certificate authority, then import the
signed certificate.

TLS Credentials elements that represent signed certificates can be used in the properties of several types of
elements to secure connections involving those elements.

Types of elements where TLS Credentials elements can be used

Element Purpose

Web Portal Server | The certificate is used to secure the server’s connections using HTTPS.

Management Server | The certificate is used to secure communications between the SMC API client and the

Management Server.

SSL VPN Portal The private key and certificate are used to establish SSL connections to the SSL VPN
Portal.

SSL VPN Portal The private key and the certificate are used in DNS Mapping to establish SSL

Service connections to the service.
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Create a certificate request

To create a certificate request, you must create a TLS Credentials element.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Administration.
2) Browse to Certificates > TLS Credentials.
3) Right-click TLS Credentials, then select New TLS Credentials.
4) Complete the certificate request details.
a) Enter a name for the certificate.
b) Inthe Common Name field, enter the IP address or domain name of the server.
c) Complete the remaining fields as needed.
d) Click Next.
5) Sign the certificate request or finish creating the certificate request.
® To create a self-signed certificate, select Self-Sign, then click Finish.
® To create a certificate signed by the Management Server's internal certificate authority, select Sign with
Internal CA, then click Finish.
m  To sign the certificate request with an external certificate authority select Sign with External CA, then
click Finish.
Next steps

If you want to sign the certificate request with an external certificate authority, export the certificate request.

Export a certificate request

If you want to sign a certificate request with an external certificate authority, you must export the certificate
request.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

Select #. Configuration, then browse to Administration.

Select Certificates > TLS Credentials.
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3) Right-click the certificate request, then select Export Certificate Request.

4) Copy or export the certificate request.
m  Copy the certificate request, then paste it in an external application to sign it externally.

E Note
4

If you copy and paste the certificate request, include the “Begin Certificate Request” header
and the “End Certificate Request” footer.

m Click Export, browse to the location where you want to save the certificate request, then click Save.
5) Click OK to close the Export Certificate Request dialog box.

Next steps

Sign the certificate request in an external application, then import the signed certificate request into the SMC.

Import an externally signed certificate

If you signed a certificate request with an external certificate authority, you must import the signed certificate into
the SMC.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Select Certificates > TLS Credentials.

3) Right-click the certificate request that has been signed by an external certificate authority, then select Import
Signed Certificate.

4) Select one of the following options to import the signed certificate.
m  Select From File, then browse to the signed certificate file on your local workstation.
m  Select As Text, then copy and paste the content of the signed certificate into the dialog box.

E Note
4

If you copy and paste the content of the signed certificate, include the “Begin Certificate
Request” header and the “End Certificate Request” footer.

5) Click OK.

Result

The status information in the State column shows that the certificate request has now been signed.
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Configure settings for certificate
validation

Certificate validation settings allow you to define the settings that the NGFW Engine uses when it connects to a
Certificate Revocation List (CRL) or Online Certificate Status Protocol (OCSP) server.

The NGFW Engine validates certificates and checks the certificate revocation status for features that have
certificate validation and certificate revocation checks enabled, such as features that use a TLS Profile in the
configuration.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click a Firewall, IPS, or Layer 2 Firewall element, then select Edit <element type>.
2) Browse to Advanced Settings > Certificate Validation.

3) (Optional) If the NGFW Engine cannot access external networks directly, select the HTTP proxy through
which OCSP and CRL lookups are sent.

4) (Optional) Enter the timeout for communication from the NGFW Engine to the CRL or OSCP server.
The default timeout is 120 seconds.

5) Click W Save and Refresh to transfer the configuration changes.

Renewing certificates

You must renew certificates and certificate authorities when they expire.

All certificates have a validity start date (“not before”) and a validity end date (“not after”). In the SMC, internally
generated certificates are valid for three years from their creation.

The SMC'’s internal Certificate Authorities are valid for 10 years. A new internal RSA CA or a new internal ECDSA
CA is automatically created six months before the expiration date. Components that use certificates signed by the
internal CAs must receive new certificates that have been signed by the new internal CAs.

When the system has created a new internal CA, SMC components gradually start using the new internal CA
to sign certificates. Initially, the new internal CA is in the Ready to Use state, and only Management Server
certificates are signed by the new internal CA. Certificates for other components are signed by the internal CA
that is used by the Management Server. In an environment with multiple Management Servers, the new internal
CA changes to the “Active” state when all Management Servers are using the new internal CA.

Each component must receive a new certificate signed by the new internal CA. The SMC automatically creates
new certificates for NGFW Engines. For other components, you must always manually create new certificates. If
the automatic certificate creation fails, you must create new certificates manually for NGFW Engines.
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Check the expiration date of internal
certificates or CAs

You can check the status of internal certificates used in system communications and the status of the internal
certificate authority that automatically signs the internal certificates.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Browse to Certificates > Internal Certificates or Certificates > Certificate Authorities > Internal
Certificate Authorities.

3) Check the Expiration Date column.

O Tip

To view detailed information, right-click a certificate or Internal Certificate Authority element,
then select Properties.

Recertify SMC servers

You must renew SMC server certificates when the certificates are about to expire or have expired.

The following situations require you to renew SMC server certificates:

® A message indicates that the certificate of a Management Server, Log Server, or Web Portal Server is about to
expire or has expired.

® A message indicates that the certificate authority that signed the certificate of a Management Server, Log
Server, or Web Portal Server is about to expire. A new certificate authority has been created, and the server
requires a new certificate.

® The SMC components refuse communication attempts with each other.

If the Management Server certificate expires, it is not possible to log on using the Management Client. Log Server
certificate expiration or loss prevents log browsing, reporting, and status monitoring from working correctly, and
forces the engines to spool logs locally.

You can renew the certificates of any of the SMC servers without affecting the other components.

When administrators log on to the Management Client or to the Web Portal for the first time after the server’s
certificate is changed, they receive a notification of the certificate fingerprint change on the Management
Server or Web Portal Server. If you want to check the certificate fingerprint before accepting it, run the
sgShowFingerprint command on the server.
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Steps

1)

2)

3)

4)

5)

6)

7)

8)

9)

Stop the SMC server you want to recertify.

E Note
| 4

To certify a Log Server or a Web Portal Server, the Management Server must be running and
accessible through the network.

On the command line of the server that you want to certify, go to the <installation directory>/bin
folder.

E Note
| 4

If you installed the SMC in the C:\Program Files\Forcepoint\SMC directory in Windows,
command-line scripts can be found in the C:\Program Files\Forcepoint\SMC\bin directory.

To recertify a Management Server, run the following script:

sgCertifyMgtSrv.[bat|sh]

To certify an additional Management Server, follow these steps.

a) Verify that the active Management Server is running and that the additional Management Server has a
connection to the active Management Server.

b) Stop the additional Management Server.

c) Run the following script on the additonal Management Server:

sgCertifyMgtSrv. [bat|sh]
The management database is replicated to the additional Management Server during the certification.

To recertify a Log Server, run the following script:

sgCertifylLogSrv.[bat|sh]

To recertify a Web Portal Server, run the following script:
sgCertifyWebPortalServer. [bat|sh]

If prompted in the recertification dialog box, authenticate using an administrator account with unrestricted
permissions.

If there are multiple administrative Domains, you can also specify the Domain the Log Server or the Web
Portal Server belongs to. If you do not specify the Domain, the Shared Domain is used.

Make sure that the Recertify an Existing Server option is selected, and that the correct server is selected
in the list.

Click OK, then wait for confirmation that the server certificate has been renewed.
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10)  Start the SMC server that you recertified.

When you restart the server, all other components accept the new certificate because it is issued by a
certificate authority that they trust. SMC components only trust the internal certificate authority that issued
their own certificate.

Related reference
Security Management Center commands on page 1389

Renew NGFW Engine certificates

NGFW Engine certificates are renewed automatically. You might have to renew NGFW Engine certificates
manually in some cases.

The following situations might require you to manually renew NGFW Engine certificates:

® A message indicates that the certificate for an NGFW Engine has expired.

® A message indicates that the certificate authority that signed the component’s certificate is about to expire or
has expired. A new certificate authority has been created, and the engine requires a new certificate.

®  Components refuse connection attempts with each other.

B You have created an ECDSA CA and the engine has lost connectivity to the Management Server. You might
also have to manually enable 256-bit security strength for the engine.

If the certificate for system communications expires, the NGFW Engines continue processing traffic normally
but all communications with other components stop. For clusters, traffic might be disrupted if expired certificates
prevent nodes from synchronizing information. The same disruption can also happen if the internal certificate
authority that signs the certificates for system communications is in the process of being renewed, and NGFW
Engines do not have new certificates signed by the new internal certificate authority that the system has
automatically created.

NGFW Engine certificates might expire if you have disabled automatic certificate renewal.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) In the Management Client, save the initial configuration and generate a new one-time password for the
NGFW Engine.

2) To renew contact between the engine and the Management Server using the new one-time password, run
the following command on the command line of the NGFW Engine:

sg-reconfigure

3) Follow the prompts in the NGFW Configuration Wizard until the Prepare for Management Contact page
opens.

4) Select Contact, then press the spacebar.

5) Enter the Management Server IP address and the one-time password.
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6) Highlight Finish, then press Enter.

Related tasks
Save the initial configuration and generate the one-time password on page 614
Reconfigure NGFW Engine settings on page 355

Related reference
Forcepoint NGFW Engine commands on page 1403

Renew certificates for SMC components and
NGFW Engines when certificate authorities
expire

If a certificate authority is about to expire, the components that use certificates signed by the certificate authority
require new certificates that are signed by a valid certificate authority.

Messages in the Management Client about expiring certificate authorities indicate that a certificate authority is
about to expire, a new certificate authority has been automatically created, or a certificate authority has expired.

You might need to renew certificates for SMC components and NGFW Engines in the following cases:

®  The certificate authority that signed the certificate of a component is about to expire.

m A certificate authority has been automatically renewed, and a new certificate must be generated for the
component.

m  Components refuse connection attempts with each other.
m  Automatic certificate renewal for NGFW Engines fails.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Recertify the SMC servers.
2) To use the new certificate on NGFW Engines after automatic certificate renewal, refresh the policy.

3) If the automatic certificate renewal for NGFW Engines fails, renew the NGFW Engine certificates manually.

Related tasks
Recertify SMC servers on page 154
Renew NGFW Engine certificates on page 156
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Chapter 11
Managing elements

Introduction to elements on page 159

Benefits of exporting or importing elements on page 169

Restore elements from Snapshots on page 173

Lock elements on page 176

Unlock elements on page 177

How the Trash works on page 177

How Categories help you view only certain elements on page 180
Legacy elements and options on page 186

Certain tasks are common to most elements. Some of these tasks are not mandatory for defining an element, but are
still helpful as you get your SMC up and running.

Introduction to elements

Apart from a few minor exceptions, all configurations are created in the SMC, where information is stored as
reusable elements.

For example, the NGFW Engines, traffic inspection policies, IP addresses, log filters, backups, and the licenses
for the system components are all displayed as elements.

Different element types are provided for different concepts. The elements in the system define information both
for adjusting the traffic inspection policies and for managing the system. This chapter gives you a brief description
of each type of element.

Elements used in the configuration of NGFW
Engines

You can view the types of elements used for configuring NGFW Engines.

Types of elements in NGFW configuration

Element Type Explanation

NGFW Engines Configurations particular to individual NGFW Engines,
such as interface configurations.

Policies The rules for inspecting and handling network traffic.

Network Elements Represent IP addresses.
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Element Type Explanation

Other Elements | Endpoint Information Endpoint Application and Endpoint Settings elements
can be used for matching in Access rules. The
elements can be used to identify applications used
on endpoint clients, and also determine the operating
system or status of the local anti-virus or firewall.

Ethernet Services Definitions for protocols that can be used for traffic
filtering on the Ethernet level.

Event Bindings Sets of log events that can be used in Correlation
Situations to bind together different types of events in
traffic.

File Types Elements that represent different types of files that can

be allowed or blocked in Access rules.

HTTPS Inspection Exceptions Lists of domains that can be used to exclude some
traffic from HTTPS decryption and inspection.

Logical Interfaces Interface reference that can combine several physical
interfaces into one logical entity. Used for defining
traffic handling rules.

MAC Addresses Represent MAC addresses in Ethernet-level traffic
filtering.

Network Applications Provide a way to dynamically identify traffic patterns
related to the use of a particular application.

Policy Snapshots Saved versions of the NGFW Engine configurations.
Created each time you install or refresh a policy on an
NGFW Engine.

Protocols Supported network protocols. Can be used to define

new Services for matching traffic in policies. You
cannot add, delete, or change the Protocol elements.

Services Network protocols and ports.
Situations Patterns that deep inspection looks for in traffic.
TLS Matches Define matching criteria for the use of the TLS

(transport layer security) protocol in traffic, and specify
whether TLS traffic is decrypted for inspection.

Vulnerabilities References that link some Situations to publicly
available databases of known vulnerabilities in various
software.

Dynamic Routing Elements Elements and Access Lists used for configuring

dynamic routing. For more information on elements
used in configuring dynamic routing, see the chapter
about dynamic routing.
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Element Type Explanation

Engine
Properties

Anti-spam

The Anti-Spam feature is no longer supported in
NGFW version 6.2.0 and later.

DNS Relay
Profiles

Define the host name mappings, domain-specific
DNS servers, fixed domain answers, and DNS answer
translations that the firewall uses when it provides
DNS services to the internal network.

Sandbox
Services

Define the settings for connecting to a sandbox server
for Forcepoint Advanced Malware Detection.

SNMP agents

Configuration information for sending SNMP traps to
external components about system events related to
NGFW Engines.

User
Identification
Services

Elements for the Forcepoint User ID Service, the
McAfee Logon Collector, or the Integrated User ID
Service that associate IP addresses with users.

The Integrated User ID Service is primarily meant for
demonstration purposes and proof-of-concept testing
of user identification services.

E Note
4

For Forcepoint NGFW version 6.4 or
higher, we recommend that you use the
Forcepoint User ID Service.

User

Pages

Authentication

Define the look of the logon page, challenge page,
and different status pages shown to end users who
authenticate through a web browser.

User Responses

Settings for notifying end users about different policy
actions.

ECA

Configurations

Define settings for securing connections between
endpoint clients and the NGFW Engine.

Related concepts

Network elements on page 163
Service elements on page 167
Situation elements on page 168

SD-WAN elements

You can view the types of elements used for configuring VPNs, and inbound and outbound traffic management.

Types of elements in the VPN configuration

Element Type

Explanation

Policy-Based VPNs

Configurations particular to a VPN between two or
more VPN gateways.
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Element Type Explanation

Route-Based VPN Tunnels

Configurations particular to VPN tunnels between
Firewall interfaces that are designated as tunnel
endpoints.

Traffic Handlers

Configure outbound and inbound traffic management
features (load balancing and high availability).

SSL VPN Portal

SSL VPN Portals

Configurations particular to Firewalls that act as SSL
VPN Portals.

SSL VPN Portal Policies

SSL VPN Portal Policy elements that define which
services are available in the SSL VPN Portal and
which users can access the services.

SSL VPN Portal Services

SSL VPN Portal Services that are used through the
SSL VPN Portal.

SSL VPN SSO Domains

SSL VPN SSO Domains where the same user name
and password are valid.

SSL VPN Portal Service Profiles

Defines the settings for SSO and cookie protection in
the SSL VPN Portal Services.

VPN Gateways

Configurations particular to individual VPN Gateways,
such as IP address information.

Other Elements

Connection Types

Connection type elements that define how VPN
endpoints are used in a Multi-Link configuration.

Tunnel Groups

Tunnel Group elements for monitoring route-based
VPN tunnels.

Profiles

Gateway Profiles

Information about the capabilities of particular types
and versions of VPN gateway devices. Allow automatic
configuration validation.

Gateway Advanced global Firewall settings related to VPN
Settings performance tuning.
VPN Profiles The main authentication, encryption, and integrity

checking settings for VPNs.

QoS Classes

An identifier that can be assigned to network traffic to
define QoS policies for the traffic.

TLS Cryptography Suite Sets

Settings that define which cryptographic algorithms are
allowed to be used in the SSL VPN.

VPN Certificates

Gateway
Certificates

Certificate issuers whose signature is accepted as
proof of identity on certificates in one or more VPNs.

VPN Certificate
Authorities

Certificate issuers whose signature is accepted as
proof of identity on certificates in one or more VPNs.
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Network elements

Network elements represent included IP addresses in NGFW Engine configurations.

Types of network elements

Element Type Explanation

Address Ranges | Define a set of consecutive IP addresses between a start address and end address that you
define.

Aliases Context-dependent elements with no fixed value. The value is defined per engine and is
determined when a policy containing the Alias is installed.

Countries Country elements contain lists of IP addresses registered in a particular country.

Domain Names | The name of an Internet domain that is automatically resolved by an NGFW Engine to all IP
addresses associated with the domain.

Expressions Allow defining IP addresses using logical operators, which simplify the definition of complex
sets of addresses.

Groups Allow collecting together other Network Elements of any type. Represents all IP addresses
defined in the included elements.

Hosts Represent a single IP address.

IP Address Lists | Represent a list of IP addresses.

Networks Represent a complete (sub)network of addresses.

NGFW Engines | Configurations particular to individual NGFW Engines, such as the interface configuration.

Routers Represent a next-hop router in configurations where required. In policies, represent a single
IPv4 or IPv6 address.

Servers Represent an SMC server or an external server that provides a service to the system. In
policies, represent a single IP address.

Zones Interface reference that can combine several network interfaces of NGFW Engines into one
logical entity. Used for defining interface matching requirements in traffic handling rules in
policies.

Related concepts
Introduction to expressions on page 1423

System administration elements

You can view the types of elements used for system administration and their descriptions.

Types of elements for system administration

Element Type Explanation

Access Rights | Access Control Lists Sets of elements that you can grant to one or more
administrator accounts when assigning administrator rights.
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Element Type Explanation

Administrator Roles Sets of actions that administrators are allowed to carry out
both globally and specifically on some set of elements.

Administrators SMC administrator accounts.
API Clients Accounts for the users of the SMC Application Programming
Interface (API).
Web Portal Users User accounts for the Web Portal.
Alert Alert Chains Lists of administrators and contact methods for escalating
Configuration Alerts.
Alert Policies Rules for choosing which Alerts are escalated using which
Alert Chain.
Alert Senders System components that can send Alerts.
Alerts Labels for Alerts that help in separating different Alerts from
each other in Alert escalation.
Policy Snapshots Saved versions of the alert configuration. Created each time
you install or refresh the Alert Policy on a Domain.
Bookmarks User-created shortcuts to views in the Management Client.
Certificates Certificate Client Certificates that are used in TLS inspection for client
Authorities Protection protection.
Certificate
Authorities
ECA Certificates that are used in communications with ECA servers
Evaluation for evaluation of ECA.
Certificate
Authorities
Internal Certificates that are used in communications between the
Certificate system components.
Authorities
Trusted Certificates that identify certificate authorities that are trusted
Certificate by the SMC and NGFW Engines.
Authorities
Trusted Certificates that are used to verify the digital signatures of
Update dynamic update packages and engine upgrades. A new
Certificates Trusted Update Certificate is automatically added through a
dynamic update package before the old one expires.

Internal Certificates Certificates that are used in communications between the
system components.

TLS Credentials Represent both certificate requests and signed certificates in
the Management Client. When a certificate request has been
signed, the TLS Credentials element represents a certificate.
TLS Credentials elements that represent signed certificates
can be used in the properties of several types of elements to
secure connections involving those elements.
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Element Type Explanation

Other TLS Define which cryptographic algorithms are allowed for
Elements Cryptography | encrypting TLS traffic.
Suite Sets

TLS Profiles | Define the settings for cryptography, trusted certificate
authorities, and the TLS version used in TLS-protected traffic.

Engine Upgrades Packages for remote upgrades that have been manually or
automatically imported into the system.

Licenses The components’ licenses (proof of purchase).
Tasks Definition System maintenance Tasks and Task definitions.
History History of running and executed Tasks both started by users
and generated by the system.

Trash Stores elements that you have deleted. You can permanently
delete elements that have been moved to the Trash.

Updates Dynamic update packages that update definitions in your
installation. Most of the content is Situations (used in deep
packet inspection).

Other Backups Management Server and Log Server backups.
Elements : e L .
Categories Allow filtering the view in the Management Client to a subset of
elements.
Domains Create boundaries for managing elements and configurations

based on administrator configurations.

Geolocations Used for illustrating the geographical location of IP addresses
(for example, in logs and diagrams).

Locations Used for defining contact addresses when NAT (IP address
translation) is applied to communications between system
components.

Tools Profiles Additional, user-configured commands and tools for
components.

Web Portal Localizations Used for translating the Web Portal between languages.

Monitoring elements

Use the monitoring elements to configure the monitoring features in the SMC.

Types of elements in monitoring

Element Type Explanation

Diagrams Allow you to visualize your network environment and
monitor the system graphically.

Incident Cases Facilitate data collection during security incidents.
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Element Type Explanation

Overviews Customizable views for system status monitoring,
statistics, and shortcuts to configuration tools.

Reports Design Define how log data and statistical data from engines
are processed and displayed in reports.
History Saved statistical presentations of network traffic and the
system.
Sections Define statistical items that are included in a report and

the way that the items are displayed.

Third-Party Devices Logging Profiles Define the logging characteristics for a third-party
device (what data from the third-party device logs is
shown).

MIBs Allow you to import and browse management
information bases to support third-party SNMP
monitoring.

Probing Profiles Define how the Management Server tests if third-party
devices are running.

Other Data contexts Defines the log data types shown in the Logs view or
Elements the Reports view.

Filters Allow log data filtering in various tasks.

Geolocations Show where Hosts (for example, attackers) are on a
world map and how much traffic they create.

Monitoring Snapshots | Blacklist Saved version of blacklist entries for an NGFW Engine.
Created when you save a Blacklist Snapshot in the
Blacklist view.

Connections | Saved version of connection entries for an NGFW
Engine. Created when you save a Connections
Snapshot in the Connections view.

Logs Saved version of log, alert, and audit entries for
an NGFW Engine. Created when you save a Logs
Snapshot in the Logs view.

Routing Saved version of routing entries for an NGFW Engine.
Created when you save a Routing Snapshot in the
Routing view.

SSL VPNs Saved version of active SSL VPN connections. Created
when you save an SSL VPN snapshot in the SSL VPN
Monitoring view.

Users Saved version of active users for an NGFW Engine.
Created when you save a User Snapshot in the Users
view.

VPN SAs Saved version of active VPN SAs for an NGFW Engine.
Created when you save a VPN SA snapshot in the VPN
SAs view.

Network Elements Represent IP addresses.
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Element Type

Explanation

Overview Templates Templates that allow you to create a statistical overview

with predefined information selected for the view.

Related concepts
Network elements on page 163

User authentication elements

You can view the types of elements used for configuring user authentication and directory services and the
element descriptions.

Types of elements in user authentication configuration

Element Type Explanation

Authentication Methods Configured authentication methods for end-user and administrator authentication.
Used in rules that require end-user authentication.

Servers Active Directory Servers, LDAP Servers, RADIUS Authentication Servers, and
TACACS+ Authentication Servers for end-user and administrator authentication
and directory services.

Users End users stored in the internal LDAP database or an external LDAP database.
Used in rules that require end-user authentication.

Other SMTP SMTP servers that send email or SMS messages about changes to user accounts

Elements Servers to end users. The same SMTP Servers can also be used to send Alerts to
Administrators.

Service elements

Service elements are used in Access rules to match traffic and to set parameters for handling the traffic.

There are predefined system Service elements for official (IANA-reserved) and well-known protocols and services
(such as DNS, FTP, and HTTP). You can also create your own custom Service elements to specify a port that is
not predefined or to define custom options for handling some types of traffic.

Types of Services

Element Type Explanation

Group Groups of services containing the Service elements that together fulfill a certain role (for
example, the services that allow IPsec VPN connections).

ICMP Identifies the message by the ICMP Type and Code fields.

IP-proto Identifies the protocol by the IP address header Protocol field.

SUN-RPC Identifies the Sun remote procedure call (RPC) service by the program identifier.

TCP Identifies the service by the TCP header Source Port or Destination Port fields.

UDP Identifies the service by the UDP header Source Port or Destination Port fields.
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Element Type Explanation

With Protocol Default Services containing Protocols that have default parameters set to typically used
values.
With Proxy Default Services containing SSM Proxy Protocol Agents.

Situation elements

Situation elements are used in Inspection rules to define patterns that deep packet inspection looks for in traffic.

The Situations tree is constructed differently compared to most other trees. The Situations tree contains several
alternative groupings, so most Situations are shown in several places. The groupings allow you to easily find
Situations that are specific to the task at hand. For example, Situations specific to the HTTP protocol (some

of which are specific to particular web browsers) are stored at the following location in the Situations tree:
Situations > By Type > Traffic Identification > Browsers.

Some branches are groupings that you can add to yourself. You can use most of these branches in Inspection
rules. The Situation Type groupings are used as the basis for the tree-based Inspection rules configuration in
Inspection Policy elements.

Situations and their groupings are updated in dynamic update packages. The following table lists the default
branches at the time of writing this document.

Default groupings of Situations at the time of publishing this document

Tree branch Explanation

All Situations All Situations in the system without any grouping.
By Context Anti-Malware Events triggered in the malware scan.
Correlations Correlation Situations for detecting patterns in event data.

DoS Detection Situations for detecting DoS (denial-of-service) attacks.

DXL Situations related to McAfee® Threat Intelligence Exchange (TIE).

Files Situations based on identifying file types from traffic. Content identified
based on file type fingerprints is redirected to appropriate file streams.

Protocols Situations that identify protocols from traffic.

Scan Detection | Situations for detecting network scans.

System System-internal events.

By Tag By Hardware Situations that detect something specific to a particular hardware platform
grouped by platform (for example, x86 (32-bit) or x86-64 (64-bit)). An
example of something hardware specific is an attempt to exploit a known
vulnerability that only exists on a particular platform.

By Operating Situations that detect something specific to a particular operating system,
System grouped by operating system (for example, Windows (for all Windows
versions) or Windows 2000).

By Situation Tag | Free-form grouping for some special use cases. The Recent Updates
branch is especially useful. The branches dynamically list Situations that
have been recently added to the system in the 1-5 most recent dynamic
update packages. (This list helps in tuning your policies.)
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Tree branch Explanation

By Software Situations that detect something specific to a particular software, grouped

by brand or product name (for example, Adobe Acrobat or Microsoft
Office).

By Type These Situations are shown as the main Rules tree in the Inspection
rules.

By Vulnerability Situations that detect attempts to exploit known vulnerabilities grouped by
vulnerability name.

Custom Situations Custom Situations that the administrators create. Custom Situations can
also appear in the other branches.

Benefits of exporting or importing
elements

The ability to export and import most kinds of elements allows you to reuse or restore them without having to
create them again.

® You can reuse elements in a different SMC.

®  You can import old versions of elements or deleted elements by restoring them from a Policy Snapshot or from
an Element Snapshot.

B You can restore elements that have been moved to the Trash.
You can export and import elements using the following interfaces:
® Management Client

® Command Line Interface tools (sgExport or sgimport)

You can export elements to the following file types using the = Menu > File > Print option:

® _html
® pdf

E Note
| 4

Exported files are meant for importing elements into the database of a Management Server. They
are not meant to be viewed or edited in external applications.

You can import elements from the following file types:
m .csv — You can create a .csv file and import values from it.
m _.tsv— You can create a .tsv file and import values from it.

® _zip — You can import elements from a .zip file of elements exported from the Management Client.

E Note
| 4

When you export and import elements that have been moved to the Trash, all references to the
elements remain valid. An element that has been exported from the Trash remains in the Trash
when imported to an environment with several Management Servers.
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Related concepts
Restore elements from Snapshots on page 173

Related tasks

Save elements, log data, reports, and statistics on page 273
Export selected elements on page 170

Export all elements on page 171

Create .csv or .tsv files for importing elements on page 172
Restore elements from the Trash on page 178

Import user information on page 1080

Export user information on page 1081

Export selected elements

You can export most kinds of individual elements.

You cannot export some kinds of elements, such as administrator accounts and certificates. To export an element
that references an element that cannot be exported, you must first manually create a corresponding element that
has the same name as the referenced element. Otherwise, the export fails.

To protect sensitive data in exports, export .zip files are automatically encrypted in FIPS mode. If you have
defined an export banner, the text of the banner is added at the beginning of each exported XML file to indicate
that the export contains sensitive or classified data.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

Select = Menu > File > Export > Export Elements.

Select an option:
® Enter a file name for the export file.
m Click Browse to select the location where you want to create the file.

(Optional) In the Password field, enter the password for the encrypted export file.

E Note
4

In FIPS mode, you must enter a password.

(Optional) To view and export elements that have been moved to the Trash, select # Tools > Show Deleted
Elements.

Select the elements that you want to export, then click Add.

When you have finished adding elements to the Content list, click Export.
A new tab opens to show the progress of the export.
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Related tasks

Create export banners on page 110
Import elements from a file on page 173
Export user information on page 1081

Export all elements

You can export all elements as a group.

You cannot export some kinds of elements, such as administrator accounts and certificates. To export an element
that references an element that cannot be exported, you must first manually create a corresponding element that
has the same name as the referenced element. Otherwise, the export fails.

To protect sensitive data in exports, export .zip files are automatically encrypted in FIPS mode. If you have
defined an export banner, the text of the banner is added at the beginning of each exported XML file to indicate
that the export contains sensitive or classified data.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > File > Export > Export All Elements.

2) Select an option:

® Enter a file name for the export file.
m Click Browse to select the location where you want to create the file.

3) (Optional) In the Password field, enter the password for the encrypted export file.

E Note
4

In FIPS mode, you must enter a password.

4) (Optional) To view and export elements that have been moved to the Trash, select # Tools > Show Deleted
Elements.

5) Click Export.
A new tab opens to show the progress of the export.

Related tasks

Create export banners on page 110
Import elements from a file on page 173
Export user information on page 1081
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Create .csv or .tsv files for importing elements

You can create .csv (comma-separated value) files or .tsv (tab-separated value) files for importing elements.

In a .csv file, commas separate all values. In a .tsv file, a tab character separates all values.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Create a new .csv or .tsv file. (For example, you can use a spreadsheet application.)
2) In the first row of the file, specify the header as follows:
m _csv files — Enter ip,name, comment.
m tsv files — Enter ip<tab>name<tab>comment.
E Note
Only the IP address is mandatory in the header row. All data entered in the file must follow the
format of the header row.
3) Enter the IP address of the element and optionally a name and a comment on the row below the header. Use
the same format as in the header.
E Note
4
Only the IP address is mandatory. If you have other parameters in the header row, enter a
separator (a comma or tab) even if you do not enter a name or comment in the row.
Example: If the header row is ip,name, comment and you want to omit the name and the comment in the .csv
file, enter 10.1.1.1,,.
Example: If the header row is ip<tab>name<tab>comment and you want to omit the name and the comment in
the .tsv file, enter 10.1.1.1<tab><tab>.
If you omit the name, the SMC automatically generates a name for the element based on its IP address. The
SMC detects the element type based on the syntax of the IP address as follows:
® 10.10.10.10 — Specifies a Host element.
® 10.10.10.0/24 — Specifies a Network element.
® 10.10.10.10-20.20.20.20 — Specifies an Address Range element.
4) (Optional) For each element, add another row to the file.
5) Save the file.
Related tasks

Import elements from a file on page 173
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Import elements from a file

You can import elements from a .csv or .tsv file.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

Select = Menu > File > Import > Import Elements.

Select the files you want to import, then click Import.

The Management Server automatically checks if any elements in the file to be imported have the same name
and XML content as any elements that exist. A new tab opens.

If any conflicts are found between elements in the import file and existing elements, select the Action for
each conflict according to the conflict type.

O Tip

If there is a conflict between existing elements and elements in the Policy Snapshot, the
differences are shown in color in the XML format. To view the elements in XML format, select &
Tools > Show XML.

When there are no more conflicts, click Continue to start the import.

When the import is finished, click Close.

Related concepts
Benefits of exporting or importing elements on page 169

Restore elements from Snapshots

You can restore all elements from a Policy Snapshot or select the elements to be restored.

Related tasks
Restore all elements from Policy Snapshots on page 174
Restore selected elements from Policy Snapshots on page 174
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Restore all elements from Policy Snapshots

You can restore all elements from a Policy Snapshot.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Browse to Other Elements > Policy Snapshots.

3) To open the list of Policy Snapshots, expand the Policy Snapshot type.

4) Right-click the Policy Snapshot from which you want to restore elements, then select Restore.

5) If any conflicts are found between elements in the Policy Snapshot and the existing elements, resolve them
by selecting the Action.

O Tip

If there is a conflict between existing elements and elements in the Policy Snapshot, the
differences are shown in color in the XML format. To view the elements in XML format, select &
Tools > Show XML.

6) When there are no more conflicts, click Continue.

7) When the restoration is finished, click Close.

Related tasks
Restore selected elements from Policy Snapshots on page 174

Restore selected elements from Policy
Snapshots

You can restore selected elements from a Policy Snapshot.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.
2) Browse to Other Elements > Policy Snapshots.

3) Expand the branch for the Policy Snapshot Type.
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4)

5)

6)

7)

8)

Right-click the Policy Snapshot from which you want to restore elements, then select View Policy Snapshot.
Select one or several elements to restore, right-click, then select Tools > Restore.

If any conflicts are found between the elements in the Policy Snapshot and the existing elements, resolve
them by selecting the Action.

O Tip

If there is a conflict between existing elements and elements in the Policy Snapshot, the
differences are shown in color in the XML format. To view the elements in XML format, select #
Tools > Show XML.

When there are no more conflicts, click Continue to start the restoring.

When the restoration is finished, click Close.

Related tasks
Restore all elements from Policy Snapshots on page 174

Restore elements from Element Snapshots

You can restore elements from Element Snapshots, which are stored in Audit logs.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

Display Element Snapshots in the Logs view.

Right-click the audit entry of an element, then select Compare to Current Element.

E Note
4

If the Element Snapshot properties differ from the properties of the existing element, a red
border is displayed. You can view the red border around the Audit Log Version (snapshot) and
the Current Version of the element.

Q Tip

If there is a conflict between existing elements and elements in the Policy Snapshot, the
differences are shown in color in the XML format. To view the elements in XML format, select
Show: XML.

To restore the properties of the Element Snapshot to the current element, click Restore.

If any conflicts are found between the elements in the Element Snapshot and existing elements, resolve
them by selecting the Action:

m Import — The element that exists is overwritten with the element in the Element Snapshot.
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® Duplicate — The element in the Element snapshot is renamed by adding a number to the end of the
element’'s name and imported as a new element.
® Do not Import — The element is not imported.

5) Click Continue.

6) When the import is done, click Close.

Related concepts
Restore elements from Snapshots on page 173

Related tasks
View and compare Element Snapshot elements on page 219

Lock elements

An administrator who is allowed to edit an element can lock the element and add a comment to explain the
reason for locking it.

Before you begin

To lock or unlock an element, you must be logged on to the Shared Domain or the Domain in which the
element is stored.

E Note
| 4

You cannot lock predefined system elements or elements that have been sent to the Trash.

Steps @ For more details about the product and how to configure features, click Help or press F1.
1) Right-click the element you want to lock, then select Tools > Lock.

2) Enter a Comment explaining the reason for locking the element.

3) Click OK.
The element is now locked and a lock symbol is displayed on its icon.
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Unlock elements

Unlock an element so that you can edit or delete it.

Before you begin

To lock or unlock an element, you must be logged on to the Shared Domain or the Domain in which the
element is stored.

Locked elements are displayed with a lock symbol. Unlock a locked element before editing or deleting it. The
administrator who created the locked element or an administrator with unrestricted (superuser) permissions can
unlock the element.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Right-click the element you want to unlock, then select Tools > Unlock.

2) In the dialog box that opens, click Yes to confirm the unlock.

How the Trash works

Before deleting an element, you move it to the Trash.

In the Management Client, you can view and search for elements in the Trash. An administrator with unrestricted
permissions can search for elements in the Trash in all administrative Domains.

Before working with the Trash feature, review the following considerations:

® |f you want to delete an administrator account, first disable the account. Then you can delete the disabled
Administrator element in the Administration branch of the Configuration view.

® Domains cannot be moved to the Trash. You can only permanently delete Domains.

®  An element in the Trash is still valid in any previous configuration where the element was used before it was
moved to the Trash. However, you cannot add an element that is in the Trash to any new configuration.

®  When you export and import elements that have been moved to the Trash, all references to the elements
remain valid. An element that has been exported from the Trash remains in the Trash when imported to an
environment with several Management Servers.

® You can also restore elements that have been moved to the Trash. An element in the Trash is permanently
deleted only when you delete it from the Trash or when you empty the Trash.

Related tasks

Delete elements from the Trash on page 179
Restore elements from the Trash on page 178
Disable administrator accounts on page 383
Delete a Domain on page 419
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Move elements to the Trash

You move elements to the Trash before deleting them permanently.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

Right-click the element, then select Delete.
A confirmation dialog box opens.

If the element you are moving to the Trash is used in any configuration, view and remove all references to
the element:

a) Click Open References to view the references.

b) To remove the references, right-click each element that references the element that you want to remove,
select Edit, and remove the element from the configuration.

Click Yes.
The element is moved to the Trash.

Related tasks

Restore elements from the Trash on page 178
Delete elements from the Trash on page 179
Disable administrator accounts on page 383
Delete a Domain on page 419

Restore elements from the Trash

You restore elements from the Trash so that you can add them to new configurations.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

Select = Menu > View > Panels > Trash.

Right-click the element that you want to restore, then select Undelete.

E Note
4

You can view the references to the element you are restoring. In the confirmation dialog box,
click Open References.

Click Yes.
The element is restored.
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Related tasks
Move elements to the Trash on page 178
Delete elements from the Trash on page 179

Delete elements from the Trash

You can permanently delete an element that you moved to the Trash.

If you select # Tools > Show Deleted Elements to view the elements that have been moved to the Trash, you
can delete the element from the Trash in your current view. Otherwise, you can either delete a single element
from the Trash branch or delete all elements in the Trash by emptying the Trash.

To permanently delete an element:
= Administrators must have sufficient rights.

®  The element must not be used in any configuration, for example, in a policy.

CAUTION

Deletion is permanent. There is no undo. To recover a deleted element, you must either recreate it
or restore it from a previously created backup or XML export file that contains the element.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > View > Panels > Trash.

2) Right-click the element that you are deleting, then select Delete.
A confirmation dialog box opens.

3) If the element you are moving to the Trash is used in any configuration, view and remove all references to
the element:

a) Click Open References to view the references.

b) To remove the references, right-click each element that references the element that you want to remove,
select Edit, and remove the element from the configuration.

4) Click Yes.
The element is permanently deleted.

Related tasks
Restore elements from the Trash on page 178
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Empty the Trash

You can permanently delete all elements in the Trash at one time.

CAUTION

Deletion is permanent. There is no undo. To recover a deleted element, either recreate it or restore it
from a previously created backup or XML export file that contains the element.

Steps ® For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > View > Panels > Trash.

2) Select # Tools > Empty Trash.
A confirmation dialog box opens.

3) Click Yes.
All elements in the Trash are permanently deleted.

Related tasks
Restore elements from the Trash on page 178

How Categories help you view only
certain elements

Categories allow you to restrict which elements are displayed in the Management Client. When you activate a
Category Filter, elements that do not belong to one of the selected Categories are filtered out of your view.

Categories help you manage large networks by filtering the elements that are displayed. You can create separate
Categories for elements that belong to a Firewall, IPS, or Layer 2 Firewall configuration and then select the
category you want to configure. You can freely select how to assign the Categories, and quickly and flexibly
change which combinations of Categories are shown according to your tasks.

In a large installation, there can be hundreds of elements, but you usually do not need to work with all elements
at the same time. Category elements allow you to group related elements according to any criteria you want.
Using Categories, you can quickly filter your Management Client view. Elements that do not belong to the
selected Category are filtered out so that only the relevant elements are visible. Categories allow you to manage
many elements more efficiently by making it easier to find the elements you need.

There are two predefined Categories:

® The System Elements Category is assigned to all default elements in the SMC. You can use it to display all
predefined elements in the system.

®m  The Not Categorized Category contains all elements that have not yet been assigned a Category.
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Grouping Category elements with Category Tag
elements

If you have many custom Category elements, you can group the Categories using Category Tag elements.
Category Tags can also be used to filter elements in Management Client views.

After you have created a Category Tag, you can select that Category Tag for a Category. You can also arrange
Category Tags into groups by selecting a parent Category Tag for Category Tag elements.

When Category Filters are available, Category tags can be used as filtering criteria in the Management Client.

Category configuration overview

You can create and combine Categories in a custom Category Filter.

Follow these general steps to configure a custom Category Filter:
1) Create a Category.

2) Associate elements with the Category.
3) Select a Category as the active Category Filter.

4) Combine Categories in a custom Category Filter.

Related tasks

Create new Category elements on page 181

Select Categories for elements on page 182

Activate Category Filters on page 183

Combine Category elements in custom filters on page 185

Create new Category elements

You can create as many Categories as you need, and you can base the Categories on any criteria.

For example, you can create separate Categories for elements related to different geographic locations. The
same element can belong to several Categories. Categories are stored as elements and they are visible to other
administrators as well.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Other Elements > Categories.

3) Right-click Categories, then select New Category.
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4) Give the Category a unique name.
5) (Optional) Enter a Comment for your own reference.

6) Click OK.

Related tasks
Select Categories for elements on page 182
Activate Category Filters on page 183

Add Category elements to groups using
Category Tag elements

Add Categories to groups using Category Tags for easier management of categorized elements.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Other Elements > Categories.

3) Right-click Categories, then select New > Category to create a Category, or right-click an existing Category
to open the Category properties.

4) Select a Category Tag for the Category.
a) To select a category, click Add.

b) To create a Category Tag, select # Tools > New > Category Tag.

5) Click OK.

Select Categories for elements

You can select any number of Categories for each element without restrictions.

There are no automatic checks to consider; elements that reference each other do not need to be in the same
Category. If you are using a Category Filter, the Categories included in the Category Filter are added to new
elements when you create them. You can also manually select other Categories for elements and remove the
automatically added Categories.
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Click Select next to the Category field in the properties of a new or existing element.
The Category Selection dialog box for the element opens.

2) Add or remove Categories as needed.

3) Click OK.

Related tasks
Create new Category elements on page 181
Activate Category Filters on page 183

Activate Category Filters

In most views, you can select a Category Filter to restrict which elements are displayed. You can also filter by
more than one Category at a time.

The Category Filters are selected in the toolbar of the Management Client. You can create a custom Category
Filter containing any combination of Categories. For example, you can combine a Category for a particular
geographic location and a Category for critical servers. This custom Category Filter combination only displays
elements related to the critical servers at one location. The Category Filter is applied in all views.

E Note
| 4

The selected Category Filter is applied in all views until you select a different Category Filter or
Category Filter Not Used.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) If the Category Filter selection is not visible in the toolbar, select = Menu > View > Layout > Category Filter
Toolbar.

2) Select an existing Category.
m |f the Category you want to use is not listed, select Select, select the Category, then click Select.
m To display the elements that do not belong to any Category, select the Not Categorized filter.
m To display the predefined system elements, select the System Elements filter.

Result

Only the elements that belong to the selected Category are displayed. To display all elements again, select
Category Filter Not Used.

Related tasks
Combine Category elements in custom filters on page 185
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Activate the default Category Filters for
Domain elements

When you create a Domain, you can set the default Category Filters that are automatically used when you log on
to the Domain.

If you change the Category Filter, you can revert to the default Category Filter for the Domain.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) If the Category Filter selection is not visible in the toolbar, select = Menu > View > Layout > Category Filter
Toolbar.

The Category Filter selection is displayed in the toolbar.

2) In the Category Filter toolbar, select Default Category Filter for Domain.

Related tasks

Create new Category elements on page 181
Activate Category Filters on page 183
Create Domain elements on page 413

Filter elements by Category Tag

Use Category Tags to filter categorized elements in different Management Client views.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) If the Category Filter selection is not visible in the toolbar, select = Menu > View > Layout > Category Filter
Toolbar.

2) Select a Category Tag from the Category Filter menu to filter elements by Category Tag.

E Note
4

If the Category Tag you need is not listed, select Other and navigate to the Category Tag.

Result

The elements in the view are filtered to only show elements in Categories that have the selected Category Tag.
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Combine Category elements in custom filters

You can combine several Category Filters to display elements that are in any of the selected Categories.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) In the Category Filter toolbar, select Define Custom Category Filter.
2) Select the Categories you want to add, then click Add.

3) (Optional) If you want to view elements that do not have a Category (they belong to the Not Categorized
Category), select Show Not Categorized.

4) (Optional) If you want to view elements that are predefined elements (they belong to the System Elements
Category), select Show System Elements.

5) Click OK.
Only the elements assigned to the selected Categories are displayed.

Related tasks
Create new Category elements on page 181
Activate Category Filters on page 183

Examples of Categories

The examples illustrate some common uses for Categories and general steps on how each scenario is
configured.

Example: Creating category elements for a
firewall and an IPS configuration

This scenario shows an example of using categories to show only Firewall or IPS engine configurations.

Company A is a large enterprise planning a new system. The system includes several Firewall and IPS engines.
Each Firewall and IPS engine has its own policy. The company’s administrators are only required to manage the
Firewall engines and their policies or the IPS engines and their policies at a time. To restrict which engines and
policies are displayed, the following steps are taken:

1) The headquarters administrator creates two Categories: one for the elements that belong to the Firewall
configuration and another for the elements that belong to the IPS configuration.

2) The headquarters administrator creates the elements that represent the Firewalls, Firewall policies, IPS
engines, and IPS policies. The administrator then selects the appropriate Category for each element while
defining its properties.
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3) The administrators select the appropriate Category as the Category Filter so that only the elements in the
Firewall or IPS configuration are displayed.

Example: Combining category elements

This scenario shows an example of combining categories that are used at different sites.

Company B has sites in New York, Toronto, and Mexico City. The company’s administrators have defined
separate Categories for the elements that belong to each site, because administrators usually work with the
elements of one site at a time. Today, however, Administrator A must apply the same configuration changes to the
New York and Toronto sites. Administrator A does not want to create a Category for this temporary need. To be
able to filter the elements belonging to both the New York and Toronto sites, Administrator A does the following:

1) Creates a custom Category Filter that contains the New York and Toronto Categories. The elements at both
the New York and Toronto sites are displayed, and elements in the Mexico City Category are filtered out.

2) Makes the configuration changes to the elements in the New York and Toronto sites.

3) Selects the Category Filter Not Used filter to display all elements again.

Legacy elements and options

Elements and options related to features that are no longer supported might be visible in the Management Client
if you configured them using an earlier Forcepoint NGFW software version, and are included only for backward
compatibility.

For information about these features in earlier software versions, see the version-specific documentation.

Feature No longer supported starting from

Anti-Spam Forcepoint NGFW 6.2.0
McAfee Endpoint Intelligence Agent (McAfee EIA) Forcepoint NGFW 6.3.0
McAfee Advanced Threat Defense Forcepoint NGFW 6.4.0
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Part IV

Monitoring

Contents

®  Monitoring Forcepoint NGFW components on page 189
®  Monitoring third-party devices on page 229

®  Viewing and exporting logged data on page 249

®  Reports on page 277

®  Filtering data on page 299

®  Working with Diagram elements on page 313

®  |ncident Case elements on page 327

You can use the SMC to monitor system components and third-party devices. You can also view and filter logs, and
create Reports from them.
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Chapter 12

Monitoring Forcepoint NGFW
components

Getting started with monitoring the system on page 189

System monitoring tools in the Management Client on page 190
Overviews and how they work on page 204

Monitoring users in the Home view on page 209

Monitoring connections, blacklists, VPN SAs, users, routing, SSL VPNs, and neighbors on page 212
View and compare Element Snapshot elements on page 219
Monitoring connections using Geolocation elements on page 220
Monitoring configurations and policies on page 223

Monitor administrator actions on page 223

Monitor tasks on page 224

Traffic captures and how they work on page 224

Checking maintenance contract information on page 226

You can monitor Forcepoint NGFW components and view system summaries in the Management Client.

Getting started with monitoring the
system

There are several ways to monitor the system in the Management Client.

®  Monitor the status of individual components and view a summary of the system status.

®  Monitor the status of elements that belong to different administrative Domains.

m Create customizable overviews of the system.

® View user information and user alerts

®  Monitor enforced blacklists, open connections, active VPN SAs, active users, routing, and SSL VPN sessions.
= View, approve, and commit pending changes made to configurations and policies of engines.

m  Check which configurations and policies are currently applied in the system.

®  Check which actions administrators take.

m  Check the status of Tasks that schedule commands to run automatically.

= Monitor the status of the maintenance contract.
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Related concepts

Getting started with monitoring third-party devices on page 229
Getting started with the Logs view on page 249

Getting started with reports on page 277

System monitoring tools in the
Management Client

There are various tools and views that you can use to monitor the NGFW system.

The Domain Overview

Domain elements allow you to group elements that belong to specific configurations. The Domain Overview
allows you to see the status of all Domains and their elements.

If the configurations are divided into different administrative Domains, the Domain Overview is shown as the
first view after logon. The Domain Overview is only available to administrators who have permissions for several
domains. You can then select the Domain that you want to manage.

E Note
| 4

In a HA environment with multiple Management Servers, when you log on to a Domain from the
Domain Overview, the Domain is by default opened on the active Management Server.

Related concepts
Getting started with Domain elements on page 411

How the Home view is arranged

In the Home view, you can view the status of NGFW components and monitored third-party devices.

By default, when you start the Management Client, you see the Home view. This view provides the operating and
connectivity status of SMC components and third-party components that are set up to be monitored through the
SMC. The status information is stored on Log Servers. The Management Server compiles the Home view based
on data from all Log Servers.

There are several ways to open the Home view. For example:
= Select i Home.
m  Right-click an element that is monitored, then select Monitoring > Home.
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Home view
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1 The Status tree shows the status of monitored system elements. To see the status of a component in
the Status tree, expand the tree, then place the cursor over any element. You can see the element's IP
address and status in a tooltip.

2 Status cards for NGFW Engines, VPNs, and other monitored elements or the Home page for the
selected element show detailed information about the status and configuration of monitored elements.

Click the card for an element to open the element's home page. Click -+ New to add an element of the
selected type.

3 The Pending Changes pane shows configuration and policy changes that have not yet been
transferred. The Recent Commits pane opens in the same place and shows recent policy uploads.

4 The Info pane shows details of the selected element. Blank if no element is selected in the Status tree.

5 The Drill-downs pane contains shortcuts to more details of the selected element. Blank if no element is
selected in the Status tree.

6 Options for changing the size of status cards and what information they show
7 The % Tools menu allows you to organize alerts according to the severity or situation type.

8 Location for monitoring the system
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Card size toolbar

Atlanta @
Atlanta
@Aum T OB oM oHM— .
Load Alerts
@l 65.0% . Zu.

Atlanta

Auto — Selects the card size automatically based on the space available.
Sum — Shows the number of engines for each status. This card size is useful for large installations.

Small cards show only the status and whether there are any active alerts for the element.

B O N -

Medium cards show the status of the element, when the last policy upload was made, and whether there
are any active alerts for the element.

5 Large cards show the status of the element, configuration information about the element, and whether
there are any active alerts for the element. For NGFW Engines, the cards also show the current load.

What the NGFW Engine home pages show

Home pages show different information depending on the type of element.

Click the status card of an element or select the element in the Status tree to open the home page for the
element.

To edit the layout of the element home pages, click @ Edit at the top right corner of the view. You can resize
panes, or drag new panes into the view. To remove a pane, drag the pane to the top of the view.
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NGFW Engine home page
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SD-WAN BRANCH STATUS: Alerts @ 'n'

Helsinki
» NGFW Tester (36)
Security Engine Load Trends (Counters) - 1 hour @ v Compromise (101)
100 % (average of 2 minutes) - F e . e

» Probe (40)

a0

» Possibly Unwanted Content (41)

10:40 10:50 11:00 11:10 11:20 11:30
Helsinki

1 Shows information about the configuration status and the SD-WAN branch status of the NGFW Engine.

To view detailed information about the SD-WAN branch associated with the NGFW Engine, click the
branch name. To preview the NGFW Engine properties or the policy, click the NGFW Engine or policy
name. To edit the properties or the policy, click & Edit.

If the configuration of an NGFW Engine has not yet been completed, you can continue the configuration
from the home page. For example, you can save the initial configuration or install a policy. The
uncompleted configuration steps are shown on the home page.

2 The Pending Changes pane shows configuration and policy changes that have not yet been transferred
to the NGFW Engines. Provides options for viewing, approving, and committing pending changes.
The Recent Commits pane shows recent policy uploads. It opens in the same place as the Pending
Changes pane.

3 Shows how the traffic load on the NGFW Engine has changed over time.

4 Shows active alerts for the NGFW Engine. The Tools menu allows you to organize alerts according to
the severity or situation type.

When you select an individual NGFW Engine node in the Status tree, the hardware diagram page opens,
showing details about the status of network ports. More detailed information is shown in the Info pane for network
interfaces and hardware (appliance) status.
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What the SD-WAN dashboard shows

The SD-WAN dashboard allows you to monitor SD-WAN features, such as Multi-Link and VPNs, and to view
statistics and reports related to SD-WAN features.

Branches represent the VPN gateways and NetLink elements associated with each NGFW Engine. The SD-WAN
dashboard summarizes status information for all branches and VPNs. Various statistics items related to SD-WAN
monitoring are available when you customize the SD-WAN dashboard. You can also use these statistics items in

Reports and Overviews.

SD-WAN dashboard

# Home * 4
NGFW Engines # Home @ edit
SD-WAN o 24 @ Branches CardsSize: | Auto | X | HE i &8 Branch Connectivity @
Y
Blgiers Atlanta Beijing Dubai Virtual
4 Branches (18) 1
Algi
giers /- .
Atlanta DubziVitual  Helsinki Lab2 Londan ® C%% d
Beij : ° Qe
eijing 4 o0 Q
Dubai Virtual 1
Dubai Virtual 2 Madrid Mexico City Milan Moscow Q
Helsinki #
4 1
Lab 2 » »
London P P R e s
VPNs Card Size:  Auto | X | i 88 D-WAN Branch Health Trends (Counters) - 1 hour
Madrid
% (average of 2 minutes)
Mexico City &0
Milan Corporate VPN
G0
Moscow H 12 Gateways
Paris
92 Tunnels a0
Plano
“'” 20
25 rows HQ Tunnels
Users H 4 Gateways 0
3 Tunnels 14.00 1410 1420 14:30 14:40
O t he rs s SDAWAN Branch Health Trend

1 The status tree shows the status of monitored branches, route-based VPN tunnels, and policy-based
VPNSs. A branch is shown for an NGFW Engine if the NGFW Engine has VPN gateways that are used
in a policy-based VPN or route-based VPN tunnel, or if NetLinks associated with the NGFW Engine are
used in an Outbound Multi-Link element.

2 Contains status cards that show information about the VPN health and NetLink status of each branch.
When you select an individual branch, the Home view shows detailed monitoring information about the
NetLinks, VPN tunnels, and traffic associated with the branch.

3 Shows the status of all monitored branches on a map.

4 Shows the overall status of VPNs and the status of gateways and tunnels in the VPNs. When you select
an individual policy-based VPN or group of route-based VPN tunnels, the Home view shows detailed
monitoring information about the policy-based VPN or route-based VPN tunnels.

5 Shows how the health has changed over time.
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What the branch home pages show

Branch home pages show detailed monitoring information about the NetLinks, VPN tunnels, and traffic
associated with the branch.

Click the status card of a branch or select the branch in the Status tree to open the home page for the branch.

To edit the layout of the home pages, click @ Edit at the top right corner of the view. You can resize panes, or
drag new panes into the view. To remove a pane, drag the pane to the top of the view.

Branch home page

@ ISP Information @ Top Network Applications by ISP Link (Counters) - 1 hour
Facebook e 560.18 kB (12.4%)
Mexico - AT&T Gail ] 561.80 kB (11.8%)
YouTube I 42938 KB (9.1%)
Linkedin I 42310148 (8.9%)
Drophox | 416.98 kB (8.8%)
Twitter e 415 57 kB (8.8%)
Salesforce.com | 3637845 (7.7%)
0, Gnutella ——— 329.75 kB (7.0%)
‘ 1 00/0 ‘ 8 / o ‘Yahoo Web-Mail | ] 27419 kB (5.8%)
I ;
INBOUND OUTBOUND BitTorrent 270,71 KB (5.7%)
TRAFFIC TRAFEIC Hulu | 237.31 kB (5.0%)
. 3 PokerStars | ] 212.04 kB (4 5%)
6.57 Mbit/s 5.13 Mbit/s GoToleeting [ ] 137.32 KB (2.9%)
128 Connections Blizzard-World-of-Warcraft 8313 kB (1.8%)
@ Tunnels £ ]
VPN Branch A Endpoint A Branch B Endpoint B Status  Health Traffic Packet Loss Latency Jitter Actions
¥ Helsinki-Mexice City Idle 73% 53.84Mbit/s 3.78% 87 ms A4ms
% CorporateV.. ¢ Helsinki  odl 10.1.1.254 &F Mexico City  ofl 10.1.11.254 Idle T4% B.62 Mbit/s  3.92% 25ms 4ms
Y CorporateV.. & Helsinki od 10.1.1.254 & MexicoCity od 172.31.11.254 Idle ®992% 10.11Mbit/s 3.57% 60 ms 5ms

1 Shows the information about the NetLinks that represent each ISP connection.
2 Shows the most used Network Applications according to the ISP connection that the traffic used.

3 Shows the status of the tunnels in the VPNs associated with this branch.

What the VPN home pages show

Home pages show different information depending on the type of VPN element.

Click the status card of an element or select the element in the Status tree to open the home page for the
element.

To edit the layout of the element home pages, click @ Edit at the top right corner of the view. You can resize
panes, or drag new panes into the view. To remove a pane, drag the pane to the top of the view.
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Policy-based VPN element home page

@ Configuration @VPN Diagram
=] B

Corporate VPN s

| = C— /
ol =
& 1 Central Gateways \
A 11 satellite Gateways 83¢, B a
=]
= =]

p == 92 VPN Tunnels
2 Mobile VPN
E& VPN-A Suite

@ VPN Summary (Counters) - 1 hour @Tunnels &

Item Value [ AtlantaVPN... o 17231... [HHelsi.. od 17231... Idle  W97% 6.76Mbit/s  4.95% 98 ms
Sent traffic 1.88T  Bytes H Atlanta VPN ofl 10.1.2.254 [ Helsl..  of 10.L1.. idle  W00% 103Mbit)s  4.35% 73ms
Received traffic 1.88T  Bytes H Atlanta VPN... ol 10.1.2.254 [ Helsi.. od 172.31.. Idle W 22% 6.95Mbitls  3.61% 92 ms
Phase 1 successes 1.00M Hits

» Beijing VPN Gateway-Helsinki VPN Gateway Idle W82% 54.98 Mbit/s 4.38% a5 ms

1 Shows information about the configuration status of the VPN. To preview the VPN, click the name of the
VPN. To edit the VPN, click & Edit.

2 Shows the gateways and the topology of the VPN.
3 Shows a summary of statistics related to the VPN.
4 Shows the status of the tunnels in the VPN.

Home page for route-based VPN tunnels

@Cﬁnﬁguration @VPN Diagram

HQ Tunnels

DLE =
H
& 4 Gateways E
3 GRE Mode Tunnels =

@Tunnels o

VPN 4  GatewayA Endpoint A  GatewayB EndpointB Status  Health Traffic Packet Loss Latency Jitter
w Helsinki VPN Gateway-Plano VPN Gateway Idle W9 93% 10.21 Mbit/s 4.44% 46 ms 4ms
& HQ Tunnels H Helsinkive... ol 172.16.1... [EPlano... o 172.31.14.2... Idle W 93% 10.21 Mbit/s 4.44% 46 ms 4ms
» Helsinki VPN Gateway-5anta Clara VPN Gateway Idle 74% 8.11 Mbit/s 4.43% T1ms 3ms

1 Shows an overview of the tunnels in the group.
2 Shows the gateways and how the tunnels are connected between them.

3 Shows the status of the tunnels.

Monitoring Forcepoint NGFW components | 196



‘ Forcepoint Next Generation Firewall 6.8 | Product Guide

What the Pending Changes pane shows

The Pending Changes pane shows configuration and policy changes that have not yet been transferred to the
NGFW Engines. What the pane shows depends on whether an NGFW Engine's home page or the Home view
showing all NGFW Engines is open.

Pending Changes pane on the home page for all NGFW Engines

Pending Changes a @ @ View Recent Commits

Time ¥ Changed Element Administrator Target Engines v Actions
15:58:08 @ Helsinki IPS X demo 15 MGFWs

@ LLL]}
15:57:20 B Log Server L demo 20 NGFWs @ @

1 The total number of pending changes for all NGFW Engines.

2 Opens the Recent Commits pane.
3 The approval status of the pending change.
4 A menu with options to view audit data and to find out where the element is used.

5 The NGFW Engines affected by the pending change.

6 The element where the change was made.

Pending Changes pane on the home page for an NGFW Engine

Pending Changes o @ @ View Recent Commits

Time ¥ Changed Element Administrator «* Actions

15:58:08 @ Helsinki IPS X demo

@ LL1)
15:57:20 i Log Server A demo @ @

1 The number of pending changes for the NGFW Engine.

2 Opens the Recent Commits pane.
3 A menu with options to view audit data and to find out where the element is used.
4 The approval status of the pending change.

5 The element where the change was made.
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What the Recent Commits pane shows

The Recent Commits pane shows the list of recent policy uploads on the selected NGFW Engine or all NGFW

Engines, depending on whether an NGFW Engine's home page or the Home view showing all NGFW Engines is
open.

Recent Commits pane on the home page for all NGFW Engines

Recent Commits @Uiew Pending Changes
Time ¥ Comments Administrator Target Engine Actions
12:00:19 Log Server updates L demo & Atlanta e
Yesterday  Changed Log Server settings L demo & Helsinki @

View all Policy Snapshots... @

1 Opens the Pending Changes pane.

2 Options for viewing, comparing, and restoring Policy and Element Snapshots.

3 Shows the NGFW Engines to which the policy was uploaded.

4 Opens the Policy Snapshot view for the selected NGFW Engine type.

Recent Commits pane on the home page for an NGFW Engine

Recent Commits @‘v’iew Pending Changes
Time ¥ Comments Administrator Actions
Yesterday  Changed Log Server settings L demo g

@ View all Policy Snapshots...

1 Opens the Pending Changes pane.

2 Options for viewing, comparing, and restoring Policy and Element Snapshots.

3 Opens the Policy Snapshot view for the selected NGFW Engine type.

What the Info pane shows

The Info pane is shown by default in most views. In addition to element details, the Info pane shows the most
important status information for components.

The type of element determines which tabs are shown. For example, the Interfaces tab shows information about
the network ports of the selected engine node, such as speed and duplex. The Status tab shows the status of
hardware and services. For NGFW appliances, the Status tab shows the hardware status of the selected device.
If the anti-malware feature is used, the status of the anti-malware signature database is shown.
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Info pane for a node in an NGFW Engine

Info

General | Interfaces | Status

MAME: Atlantanode 1
CONMECTIVITY: oK
STATUS: B Online (2018-09-25 09:35:10)

IPV4 ADDRESS:

SECONDARY IP ADDRESSES: 10

GEOLOCATION: ? Atlants
PLATFORM: XBE-64
VERSION: 6.4 (Update Package: 1059)

Run diagnostics on SMC servers

You can run diagnostics to check the status of the communication between all the SMC servers (Management
Servers, Log Servers, and Web Portal Servers).

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click a Management Server, then select SMC Servers Replication Diagnostics.
A dialog box that shows diagnostics about the status of all the SMC servers opens.

2) View the diagnostics and check if there are issues that you should resolve about any of the servers, then
click Close.

Next steps

If the diagnostics indicate any issues with any SMC servers, such as issues with certificates or licenses, resolve
the issue.

View the status of appliance configurations

When you configure a Forcepoint NGFW appliance using the plug-and-play configuration method, you can view
the status of the configuration process.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > View Appliance Configuration Status.

Related concepts
Management connections for NGFW Engines and how they work on page 611
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Shortcuts for monitoring different elements

Actions for monitoring a component are available in the Monitoring branch of the element's right-click menu. The
available actions depend on the component type.

Monitoring submenu in right-click menu for components — for Firewalls

Monitoring *| 4 Home @
Commands > (B Legs by Sender
Blacklist * |2 Logs by IP Addresses ]
Options > (@ connections |
W Add Category ... Blacklist
Tools * || vPN SAs
B Paste Ctrl+V ||[&] Users @
Routing
= S5L VPNs

~\

( :
Wb Access Overview
Wi Authentication Qverview
i Engine Details

i File Transfers @

i Firewall Details

| Inspection Overview

Select... @

1 View component status.

2 View log data for component.

3 View active connections, blacklist entries, VPN SAs, users, routes, and SSL VPNs.
4 View or edit a detailed Overview or third-party Overview.

5 Select an Overview that is not listed.

Related concepts
Getting started with the Logs view on page 249
Getting started with reports on page 277

How component statuses are indicated

The status of NGFW components and monitored third-party components is indicated by colors in most views
where the elements are displayed. The status of various system communications is indicated by colors in
monitoring diagrams and in the Info pane.

In addition to element status colors, the following icons indicate status:
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®  Pending configuration or policy changes on an engine are indicated by a blue balloon showing the number of
changes next to the engine in the Status tree.

®  Hardware malfunctions are indicated with special icons in the Status tree. If any problems are indicated,
always check the logs and alerts to find out what is causing the problems.

Icons that indicate malfunctions

Engine hardware malfunction is indicated with an icon on top of the affected engine’s icon in the Status tree and
on all top-level branches of the tree.

For more information about the hardware malfunction, select the engine in the Status tree, then click the Status
tab in the Info pane.

Hardware malfunction icons

Icon Hardware status Description

Warning A predefined Warning level has been reached in hardware monitoring
(for example, the remaining file system capacity is less than 15%). The
system also generates a log entry.

Alert A predefined Alert level has been reached in hardware monitoring (for
example, the remaining file system capacity is less than 5%). The system
also generates an alert entry.

Replication malfunction icon

In an environment with more than one Management Server, the configuration data is replicated to all
Management Servers that are online. If the replication of configuration data among the Management Servers
fails, an exclamation point on a yellow triangle is shown. You can see this icon on top of the Management
Server’s icon in the Status tree for each Management Server that is not synchronized with the other Management
Servers.

Element status colors

The element-level status gives an overview of the status of all engine nodes that are represented by the element
(also shown for single-node components).

Element-level status

Color Element status Description
Green All OK All nodes have a normal status (online or standby).
Yellow Warning Some nodes have an abnormal status or have been commanded offline,

but are still sending status updates normally.

Red Alert All nodes have an abnormal status, there are one or more nodes
that have not sent expected status updates, or all nodes have been
commanded offline.

Gray Unknown status No policy has been installed on any of the nodes.
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Color Element status Description

White Not monitored An administrator has disabled monitoring for all nodes.

Node status colors

The node status gives more detailed information about individual engines.

Node-level status

Color Node status Description
Green Node or server The node or server is online.

online
Green (with | Locked online The node is locked online to prevent automatic status transitions. The
slot) node does not change state unless commanded by an administrator.
Cyan Standby mode Used with clustered engines when the cluster is in Standby mode. The

node is in standby mode. One of the standby nodes goes online when the
previous online node goes to a state in which it does not process traffic.

Purple Node offline The node is offline and does not process traffic.
Purple (with | Locked offline The node is locked offline to prevent automatic status transitions. The
slot) node does not change state unless commanded by an administrator.
Gray Timeout or unknown | The Management Server does not know the status of the node.
status
White Not monitored An administrator has disabled monitoring for the node.
Gray outline | Under work, no The node is under work and has not contacted the SMC yet.
contact to SMC yet
Green Under work, no first | The node is under work, has contacted the SMC, but the first policy
outline policy upload yet upload has not yet been made.

NetLink status colors

NetLink status shows the status of the network links in a Multi-Link configuration.

E Note
| 4

The NetLink elements are queried and the status is displayed only if probing settings are
configured in the NetLink elements and the Outbound Multi-Link element is included in the engine
configuration.

NetLink status icons

Color NetLink status Description
Green OK The NetLink is up.
Orange Mixed At least one NGFW Engine that uses this NetLink has reported an error

status for the NetLink.

Gray Unknown status The Management Server does not know the status of the NetLink.
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Color NetLink status Description

White Not monitored An administrator has disabled monitoring for the NetLink.

VPN status colors

The VPN status shows the health of the VPN tunnels.

VPN status
Color Cluster status Description
Green Tunnels up All tunnels have a normal status (online or standby) and there is traffic.
Yellow Warning An error was detected, at least for some traffic, but the tunnels are usable
in principle, and some other traffic might be getting through.
Red Error Some or all tunnels are down.
Blue Idle The tunnels are valid, but there has not been recent traffic.
White Not configured The VPN has no valid tunnels, because the VPN configuration is not
complete or does not allow any valid tunnels.

Connectivity status colors

Element diagrams and the Connectivity tab in the Info pane show the status of the connectivity between
elements.

See the tooltip for the status color for more details.

Connectivity status

Color Status Explanation

Green OK The connection is active (there have been communications within the last
2 minutes) and no problems have been reported.

Red Error The Management Server received a report that connection attempts have
failed.

Cyan Idle Connection between components is still open but there is a pause in

communications.

Yellow Warning There are problems with heartbeat or state synchronization between
nodes in a Firewall Cluster. Only one of the interfaces used for heartbeat
or state synchronization functions properly. This warning does not affect
how the cluster functions.

Blue Closed The connection was closed by one of the components.

Gray Timeout, Unknown | The Management Server does not know the status of the connection. The
connection might or might not be working.
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Overviews and how they work

Customizable Overviews contain information on the system’s status, including shortcuts to frequently used views
and statistical charts of the system’s operation. An example of a frequently used view is a log filtered by criteria
that you configured. Examples of statistical charts are engine load and traffic flow.

You can create new Overviews on an empty template or start your customization based on one of the default
Overview templates.

What Overview elements show

Overviews contain high-level status and statistical information.

You can use overviews to view:

®  The system status
® Bookmarks, such as logs filtered with specific criteria
m  Statistical charts on system operation (such as engine load) and the traffic flow

Example overview

.l|_ Network Application Usage @ = " o .'NEW Q' Section Proper‘t'\es@
Top Network Application by Category (Drill-Down) - 15 minutes X | Top Bandwidth Users by Network Application (Drill-Down) - 15 minutes Section | Senders:All
Reference asic Internet Services Others acebook Name:
Blizzard-World-of-Warcraft — ~
Infrastructure S — P ———
nirasituciure Services — /_B PokerStars Top Network Application by Categc
Ganes d i o
 Salesforce.com
GoTohleetir Comment:
e ° nLi:kel:\:’/_‘
Wail Total Hulu Total Top 15 network application records
\\‘eman [ Top Rate -
Hits Dropbox Bytes
Wiscelaneous ™ —Twitter
—
— « El
—/ ¥ahoo-Web-Mail
R \; q
File Sharing ‘Social Networking Gnutella YouTube » Top Limit: 15
Top Network Application, Source IP Pairs- 15 m... | Network Application Traffic Trends by Category... | Top Bandwidth Network Applications - 15 minu... Graph per Sender
SMB, 112.2310.125 sz Hits (8.7 %) Bits / second (average of 30 seconds) Facebaook [ 120 MB (10.6%) Seale per Second
Diply, 138.213.181.101 45 Hits (48%) e i Salesforce.com 1.16 MEB (10.3%) TR
BitTonent, 184.117.108.254 30 Hits (3.2%) : Gmail 1.10 MB (@.7%) —
Diopbox, 25.108 253 223 27 Hits (2.8%) I 5 = Twitter 880.33 kB (7 8%)
3 100.00k - - Web-
TLS-1.2,34.163.125.105 24 Hits (2.5%) =g — Yahao-Web-Mail 835.20 kB (7.4%) Periog: P .
SMB, 112.2310.35 13 Hits (1.4%) [ ™ i - u | | 'l YouTube NE15.16 kB (7.2%)
HTTP, 17206623 11 Hits (1.2%) 50,00k Ll u = Gnutella 796,64 kB (7.0%) [ Enable Alert Threshold
Tnitter, 5.180.200.41 7 Hits 0.7 %) I II = I BitTorment 742.72 kB (5.6%)
Gnutella, 62.16.28.8 & Hits (0.6%; Diaph 733.61 kB (B.5% .
— 0.0%) 0 _-IIIIlIII- I--I lll- ll I rophex 85%) Limit: 0
Tmall, 55.36.105.158 6 Hits (0.6%) €30 o uly 715.48 kB (8.3%)
TLS1.2, 26.48.175.162 We Hits 0.6%) W Social Netwarking —edia Linkedin N Ess .03 ke (5.2%) For: AGET
Vahoo-Web-Mail, 203.243.31.173 | & Hits (0.6%) File Sharing Games GoToMesting 425.99 kB (3.6%)
Gnutella, 130.180 67,92 & Hits (0.6%) Mail Infrastructure Services TLS12 408,84 KB (3.5%) severity: | @ Low
Salesforce.com, 62.16.28.8 & Hits (0.6%) Miscellaneous Basic Irternet Services PokerStars 363.23 kB (3.2%) everiy: |\ FOW

1 Information is displayed as resizeable sections.

2 Use this pane to conveniently edit the content and appearance of the selected section.

You can create several different overviews for different purposes. Several default overviews are provided as
templates.
In addition to status information, you can add various statistics related to the traffic and the operating state of

components. You can display information in various ways, such as tables, maps, and different types of charts.
Statistics can trigger an alert when the value of a monitored item reaches a limit you set.
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Create Overview elements

After you create an Overview element, you can add a summary of the system status or statistics.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select .lh Overviews > New Overview.

2) Select the Overview template:
= To add your own Overview sections to an empty grid, select Empty Overview, then click OK.
= To use one of the predefined Overview templates, select the template from the list, then click OK.

Modify Overview elements

Add System Summary sections and Statistics sections to customize your Overview.

Add System Summary Sections to Overview
elements

The system summary is shown in the default start view, but you can also add it to your own Overviews.

It is possible to add more than one system summary to the same overview, but the information displayed is
always the same.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select .i Overviews and an Overview.
2) Select B New > System Summary Section.

3) (Optional) Adjust the placement and size of the new section by dragging and dropping the section or its
edges. Resizing is based on preset grid positions. For resizing to work, drag the edge until it snaps to the
next position on the screen.

4) Click ™ Save or select % Tools > Save As.
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Add Statistics Sections to Overview elements

If you want to see statistical information in table or chart form, add a Statistics Section.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select .i Overviews and an Overview.

2) Select B New, then select a section from the list.

O Tip

If you cannot find an appropriate section in the list, select Select, then select a section in the
Select Section dialog box.

O Tip

If you want to add a section based on a statistical item, select Create from Item, then select an
item from the Select Item dialog box.

3) Define the basic section properties in the Section Properties pane.
4) (Optional) Click the Senders tab, then select which elements are shown in the section.

5) (Optional) Adjust the placement and size of the new section by dragging and dropping the section or its
edges.

E Note
4

Resizing is based on preset grid positions. For resizing to work, drag the edge until it snaps to
the next position on the screen.

6) Click ™ Save or select # Tools > Save As.

Create Statistics Sections

You can save a section you have customized in one Overview as a Statistics Section. Saving allows you to create
the same type of section with the same settings in other Overviews.

After you create a Statistics Section, you can add the new section to other Overviews.
Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select .h Overviews and an Overview.
2) Right-click any section in the Overview, then select Save As New Section.

3) Define the basic section properties on the General tab of the Section Properties dialog box.
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4) Select the diagram settings in the Visualization tab.

5) Select the diagram type.

E Note
4

You can change this selection when you include the section in an Overview. The options
available depend on the diagram settings you made in the previous step. If available, enter the
number of items to be included in the Top Limit field. If you selected Progress as the diagram
type, you can select Graph per sender or Scale per Second.

6) (Optional) Click the Items tab, then select or remove statistics items for the section.
7) (Optional) Click the Senders tab, then select which elements are shown in the section.
8) Click OK.

9) Click ™ Save or select # Tools > Save As.

Related concepts
Creating and editing local filters on page 303

How Statistical Items help you visualize data

Statistics process and visualize data. They help you focus on the most relevant information in the system (for
example, trends in network traffic) and find changes and anomalies in network traffic.

You can use statistics in Overviews and Reports, and when you browse Logs or Connections. Filters are
available to help you find information.

Statistical items count log entries, summaries of log fields included in those entries (like traffic volumes in log data
containing accounting information), or specified statistical data (counter items). The items are organized based on
the component types, as the runtime data they produce is different.

E Note
| 4

Log entries are referred to as records in the item names.

Add Statistical Items to Overview elements

To see a representation of statistical data in an Overview, add a Statistical ltem.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select .i Overviews and an Overview.
2) Inthe Section Properties pane, click ltems.

3) Click Add.
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4) Select the items.

5) In the Properties dialog box, click OK.
The items are added to the section and their data is displayed in the section.

Remove Statistical Items from Overview elements

If you no longer find a Statistical Item useful or relevant, you can remove it.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Inthe Section Properties pane, click Items.
2) From the section, select the item that you want to remove, then click Remove.

3) Inthe Properties dialog box, click OK.
The item is removed from the section.

Set thresholds for monitored items in Overview
elements

Thresholds activate automatic tracking of monitored items in Overviews. The values of the monitored items are
checked once an hour.

For Progress items, the total of the values is compared to the threshold limit. The threshold is considered
exceeded if the average level of the curve is above the threshold limit during the tracking period.

For Top Rate and Top Rate Curve items, the highest value is compared to the threshold limit. The threshold is
considered exceeded if the highest value is above the threshold limit during the tracking period. If the threshold
limit is exceeded, an alert is sent.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select .l Overviews and an Overview.
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2) Select Enable Alert Threshold.

Records by sender - 1 hour X | Top Limit: 10

Hits / second (average of 2 minutes)

™

P - - Scale per Second
0.25(900/1 hour) - \
el NN N J
s N/ N Items...
01 Period: ‘ 1 hour - ‘
0 @ Enable Alert Threshold
11:20 11:30 11:40 11:50 12:00 1210
Helsinki ISP C Atlanta ISP C Limit:
Algiers ISP A Helsinki ISP A @ imit: ‘ 900 l
Beijing ISP B Atlanta ISP A
Beijing ISP A Algiers ISP B For-
Helsinki ISP B Atlanta ISP B or: ‘ 1 hour v ‘

1 Drag the threshold line to set the alert limit
2 Alert threshold option enabled

3 Enter the alert limit manually

3) Specify the threshold limit in one of the following ways:
®m Drag and drop the threshold line in the overview section.
m  Enter the Limit as a number in the Section Properties pane.

4) (Optional) Select the tracking period during which monitored items are compared to the threshold limit from

the For drop-down list. By default, one hour is selected.

5) (Optional) Select the Severity of the alert that is sent when the threshold limit is exceeded. By default, Low

is selected.

6) Click ™ Save or select # Tools > Save As.

Related tasks
Create Overview elements on page 205

Monitoring users in the Home view

In the Home view of the Management Client, there are user dashboards where you can see an overview of user

activity.

For example, you can see if there is any activity that indicates suspicious behavior, such as the use of certain
network applications, attempts to access specific networks, or if a user has been associated with an attack

Situation.
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User dashboard

NGFW Engines

SD-WAN

L

Users

Y

A achristopher
A afischer

A alebatelier
A anadeau

A awilson

A baustin

# Home

Top Alerts by User (Counters) - 1 day

pheckenbauer 242 Alerts (2.4%)

anadeau 223 Alerts (2.2%)

fwvong 209 Alerts (2.0%)
jkekkonen 206 Alerts (2.0%)
dereher 206 Alerts (2.0%)
melyer 205 Alerts (2.0%)
202 Alerts (2.0%)
201 Alerts (2 0%)
200 Alerts (1.9%)
189 Alerts (1 5%)

sstillwel
alebatelier
mmyller

chegin

 Edit
Top Bandwidth by User {Counters) - 1 day
I .2 5 21 5%)

3245 MB (7.1%)
3017 MB (5.6%)
1712 MB (3.7%)
15.66 MB (3.4%)
251 1B (2.7%)
11,45 B (2.5%)
10,08 MB (2.2%)
976 MB (2.1%)
5.28 MB (2.0%)

sstilwel
hfrappier
kkuster
jkekkonen
rlabelle
rmuench
ddreher
mpokka
plouinsaux

pheckenbauer

O,

Traffic Trends by User (Counters) - 1 day User Behavior Events Configure... | & | £

A bmooney
A cbegin
A ctamura
A ddreher
A emukka

Bits / second (average of an hour)
300.00k

200.00k

100.00k

A

15:00 18:00 21:00 00:00 0300 0&:00 09:00 12:00
gstilwel rlabelle mpokka
hfrappier rmuench pheckenbauer
kkuster ddreher Cthers
jkekkonen plouineaux

X ewarelius )

A ftherriault
56 rows

No data to display

Others

1 When users have been active and have caused log data to be generated, they are shown in the Users
list. You can configure the time period within which a user must have been active. If there are no
user names stored in log data, or in regions where privacy laws require that users must not be easily
identified, you can show the IP addresses of users instead of their names.

E Note
| 4

To be able to monitor users by name, you must enable the logging of user information in
the Firewall IPv4 and IPv6 Access rules.

2 The Statistics panes contain charts and general statistics of user activities, and if you select an individual
user, you can see more detailed information about the user and their activities. If user information from
Active Directory (AD) and the Endpoint Context Agent (ECA) service is available, the information is
shown in separate panes in the Home view.

3 The User Behavior Events pane shows alerts related to User Alert Checks. There are a set of system
User Check Alerts, and you can add your own custom alerts. After configuring the rules, the generated
alerts are shown here.

4 The # Tools menu allows you to organize the information in the pane by Activity, User, User Alert Check
Type, User Alert, and Severity.

Follow these general steps to configure showing users in the Home view:

1) Enable the showing of user information in the Home view.
2) (Optional) Create custom User Alerts.

3) Define rules that generate User Alerts.
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Enable showing users in the Home view

To monitor users in the Home view, you must enable the option in the global system properties.

The settings defined in the global system properties apply to all administrators in all Administrative Domains.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Global System Properties.
2) On the Global Options tab, select Show Users in the Home View.
3) Configure the other settings in the User Information section.

4) Click OK.

Create User Alerts for User Alert Checks

When users exceed a threshold defined in a User Alert Check, User Alerts are generated.

In the Custom Alert, use the Situation type User Behavior Check.
StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Right-click Alert Configurations, then select New > Custom Alert.

3) Configure the settings, then click OK.

Define rules that generate User Alerts

You can use different kinds of checks that generate User Alerts.

To see all the available User Alert Checks, select #. Configuration, then browse to Administration > Other
Elements > User Alert Checks.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Configure User Alerts.

2) Click Add, then select # Tools > New > User Alert Check.
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3) Configure the settings, then click OK.

4) To disable a User Alert Check, deselect the checkbox to the left of the User Alert Check.
If you do not want to use a system User Alert Check, you must disable the check.

5) Click OK.

Monitoring connections, blacklists, VPN
SAs, users, routing, SSL VPNs, and
neighbors

Firewalls track allowed connections, active VPN SAs, active users, routing, SSL VPN sessions, and directly
connected neighbors in the network. Firewall, Layer 2 Firewall, and IPS engines also track combinations of IP
addresses, ports, and protocols that are blacklisted.

You can monitor in the following ways:
= You can view currently open connections, enforced blacklist entries, active VPN SAs, active users, routing,
SSL VPNSs, and directly connected neighbors in the network.

®  You can save, view and compare snapshots of currently open connections, enforced blacklist entries, active
VPN SAs, active users, routing, and SSL VPN sessions.

E Note
| 4

To monitor LLDP neighbors, LLDP must be enabled for the NGFW Engine. If LLDP is not enabled,
the Neighbor Monitoring view only shows ARP and IPv6 neighbor discovery protocol (NDP) entries.

To monitor users by name, you must enable the logging of user information in the Firewall IPv4 and IPv6 Access
rules. When monitoring users, you can only monitor the users connected to a particular NGFW Engine. To see a
summary of the activity of all active users, enable showing users in the Home view.

Related tasks
Define logging options for Access rules on page 863
Enable showing users in the Home view on page 211

View connections, blacklists, VPN SAs, users,
routing, SSL VPNs, and neighbors

There are several views in which you can monitor the status of the system.

The Blacklist view does not show whether connections matching the entries are blocked by the Firewall, Layer 2
Firewall, or IPS engine. Blacklist entries are added and removed according to their duration. The Blacklist view
does not show any history of entries that have already expired. Use the Logs view to see information about actual
connections that are allowed and denied. Depending on the logging options selected in the policy, you can also
use the Logs view to see past blacklist entry creation.
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click an NGFW Engine, then select Monitoring > <view type>.

To open the Neighbor monitoring view for an NGFW Engine cluster, right-click an individual node in the
cluster, then select Monitoring > Neighbors.

O Tip

If the Drill-downs pane is open, you can also select Monitoring > <view type> from there.

2) To browse the data, select an option from the toolbar.
You can adjust the view and the displayed data in a similar way as in the Logs view.

3) To filter data or open or compare snapshots, select the Filter tab or the Snapshots tab in the Query pane.

4) To combine entries having the same value for a given column type, right-click the heading of the
corresponding column, then select Aggregate by <column name>.

5) Select one or more entries in the table, then right-click for a menu of actions you can take.
= To view more information about related log events, select Show Referenced Events.
®  To blacklist connections manually, select New Blacklist Entry or New Entry.
®  To close a connection in the Connections view, select Terminate.
= To remove a blacklist entry in the Blacklist view, select Remove Entry.

m  To force an SA to renegotiate in the VPN SAs view, select Delete.
®  To close the end user’s session in the Users view, select Delete.

Related concepts

Getting started with the Logs view on page 249
Browsing log data on page 257

Blacklisting traffic and how it works on page 1049

Related tasks
Blacklist traffic manually on page 1055

Terminate connections manually

In the Connections view, you can manually terminate any current connection.

For example, you can remove an inactive connection that has not been properly closed. Terminating an open
connection alone does not prevent any new connection from opening again.

You can terminate connections manually on the following types of engines and interfaces:

® Layer 3 physical interfaces on Firewalls
® Inline Interfaces on Firewalls, IPS engines, and Layer 2 Firewalls
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E Note
| 4

You cannot terminate connections manually on Capture Interfaces on Firewalls, IPS engines, or
Layer 2 Firewalls.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click an NGFW Engine, then select Monitoring > Connections.
2) Select one or more connections in the table.

3) Right-click a selected row, then select Terminate.

Save monitoring snapshots

You can save snapshots of connections, blacklists, VPN SAs, users, routing, SSL VPNs, and neighbors so that
you can later view and compare them, or restore earlier versions of elements.

The saved snapshots are stored in the following directories.

Snapshot storage directories

Snapshot type Server Directory
Blacklist Log Server <installation directory>/data/storage/snapshots/blacklist/
Connection Log Server <installation directory>/data/storage/snapshots/connections/

Management Server

VPN SA Log Server <installation directory>/data/storage/snapshots/VPN SAs/
User Log Server <installation directory>/data/storage/snapshots/users/
Routing Log Server <installation directory>/data/storage/snapshots/routing/
SSL VPN Log Server <installation directory>/data/storage/snapshots/SSL VPNs/
Neighbor Log Server <installation directory>/data/storage/snapshots/Neighbors/

E Note
| 4

If you installed the Management Server in the C:\Program Files\Forcepoint\SMC directory in
Windows, some program data might be stored in the C:\Programbata\Forcepoint\SMC directory.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click an NGFW Engine, then select Monitoring > <view type>.

Q Tip

If the Drill-downs pane is open, you can also select Monitoring > <view type> from there.
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2) To select the entries for the snapshot, click Il Pause.

The system automatically creates a temporary snapshot of the currently displayed entries. The name of
the temporary snapshot is displayed on the Snapshots tab in the Query pane. The temporary snapshot is
automatically deleted.

3) Click ™ Save.

4) Enter a name for the snapshot, then click OK.
The name of the snapshot is displayed on the Snapshots tab in the Query pane.

Export monitoring snapshots

You can export snapshots from the Monitoring view to save stored snapshots elsewhere (for example, on your
local workstation).

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.

2) Browse to Other Elements > Monitoring Snapshots, then browse to one of the following:

Blacklist > Log Server

Connections > Log Server or Management Server
Logs > Management Server

Routing > Log Server

SSL VPNs > Log Server

Users > Log Server

VPN SAs > Log Server

Neighbors > Log Server

3) Right-click a snapshot, then select Export.

4) Select the location to save the snapshot to, then click Select.
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View monitoring snapshots

The snapshots are listed in the Monitoring view. You can also open snapshots saved on your local workstation.

View snapshots stored on SMC servers

You can view the snapshots you have saved.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Monitoring.

2) Browse to Other Elements > Monitoring Snapshots, then browse to one of the following:

Blacklist > Log Server

Connections > Log Server or Management Server
Logs > Management Server

Routing > Log Server

SSL VPNs > Log Server

Users > Log Server

VPN SAs > Log Server

Neighbors > Log Server

3) Right-click a snapshot, then select Open.

View snapshots stored on local workstations

If you have exported a snapshot to your local workstation, you can later view the snapshot.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.

2) Browse to Other Elements > Monitoring Snapshots, right-click one of the items in the tree, then select
Open Local Snapshot.

3) Select the snapshot, then click Open.

Compare monitoring snapshots

You can compare snapshots of connections, blacklists, VPN SAs, users, routing, SSL VPNs, and neighbors with
another snapshot of the same type. You can also compare a snapshot with the current blacklist, connections,
VPN SAs, users, or routing entries.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)
7)

8)

Select #. Configuration, then browse to Monitoring.

Browse to Other Elements > Monitoring Snapshots, then browse to one of the following:

= Blacklist > Log Server

m Connections > Log Server or Management Server

= Logs > Management Server
= Routing > Log Server

m SSL VPNs > Log Server

®m Users > Log Server

® VPN SAs > Log Server

® Neighbors > Log Server

Right-click the snapshot, then select Open.

In the Query pane, click the Snapshots tab.

Using one of the following methods, select the first snapshot for comparison:

= To compare a temporary snapshot of the current entries with a saved snapshot, click Il Pause to create
the temporary snapshot. The name of the temporary snapshot is displayed in the first snapshot selection

field.

m  Otherwise, click ™ Select next to the first snapshot selection field, then select a snapshot.

Select the Compare with checkbox.

Click ™ Select next to the second snapshot selection field, then select a second snapshot.

Click Apply.

The results of the comparison are highlighted.

Snapshot comparison results

Santa Clara FW Connections

[> m B M @ ovstatistics

The icons in the first column signify whether the entry has changed.

’ Creation Time ¥ ’ Sender Src Addr ‘ Dst Addr ‘ Service ’ IP Prot... ‘ Src “
B[2016-09-2112:15:10  |€ Atlanta FWnode2 | 106.22.236... %= 15.62.64.191 [ HTTP @ TcP  |60as
B2016-002112:15:11 |6 Atlanta FWnode 1 |™= 162.32.24522 ‘E 54201.107... ]’0 IMAP |@ TCP  |2704
B[2016-09-2112:15:50  |& Santa Clara FW no... |%5 3.21.190.105 Bl 123.65.58.5¢ [0 SSH % TcP  |164c
B[2016-09-2112:15:50 |6 Santa Clara FW no... [£5 7.02.13199 |l 123.65.58.58 [0 SSH % Tcp |28z
112016-00-21 12:15:50 €9 Santa Clara FW no... == 0.100.47.150 |8 123.65.58.58 "® SSH % tcp 1058
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Icon Description

Entry only exists in snapshot 1

Entry is included in both snapshots

Entry only exists in snapshot 2

Aggregated entries

[=]
=

No icon There are more than 100 entries that match the Aggregate by <column name> selection. No
further comparison can be done.

Example of snapshot comparison with entries aggregated by service

Algiers FW Connections X | =

| Algiers FW Connections > i
Creation Time | Sender Src Addr | Dst Addr | Service IP Protocol
41 values 2values 89 values |[2values o sMTP o TcP
37 values 2values 84values | 2values o HTTP o TcP
50 values 2values 80values |2values o IMAP o TcP
48 values 2 values 75values | 2values o HTTPS o TcP
43 values 2values 72values | 2values "o ssH o TcP

Tip

<@

To open a snapshot for comparison directly in the Monitoring view, right-click the snapshot, then
select Compare to Current.

Related concepts
Browsing log data on page 257
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View and compare Element Snapshot
elements

You can view earlier configurations of an element and compare them to the current configuration with Element
Snapshots. You can also restore earlier configurations of an element.

Element Snapshots are automatically generated and saved in Audit logs each time element properties are saved.
An Element Snapshot contains all properties of an element saved in the Properties dialog box.

StepS @ For more details about the product and how to configure features, click Help or press F1.
1) Select E Logs.

2) Select Audit from the drop-down list in the Query pane, then click Apply.

All Element Snapshots generated during the defined time range are displayed in the Snapshot column of the
log entry table.

O Tip

If the column is not displayed, to add it, select # Tools > Columns > Column Selection.

E] Logs > [ | H H ( wStatistics %Analyze Qv Query %
| Creation Time ‘ Sender ‘ Snapshot @‘ Adminis... ‘ Client IP Address ‘ Operation Type Audit v

N
2016-09-19 11:47:49 B Management Server demo 127.0.0.1 stonegate.log.bro Audit w
2016-09-19 11:47:49 B Management Server demo 127.0.0.1 stonegate.log.bro & security Engine
2016-09-19 12:00:26 B Management Server System 127.0.0.1 stonegate.object.i

All Log Data
2016-09-19 12:00:26 B Management Server System 127.0.0.1 stonegate.object.
| @ 3rd Party Devices

2016-09-19 13:07:41 B ManagementServer @ LP ( 1 ) demo 127.0.0.1 stonegate.object.i
M A-NS.10 1128/ E Manacemant Senrer damn 177001 ctnnacats lnc hra A A!En

1 Element snapshot
2 Snapshot column
3 Audit selected

3) To view an Element Snapshot in more detail, right-click the Audit entry, then select View Element Snapshot.
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4) To compare an Element Snapshot to the current configuration of the same element, right-click an Audit entry,
then select Compare to Current Element.

E Note
4

If the Element Snapshot properties differ from the current element properties, a red border is
displayed around the Audit Log Version (snapshot) and Current Version of the element.

O Tip
To display all values of the snapshot and the current element in XML format with differences
indicated in red, select Show: XML.

5) To close the Compare Elements dialog box, click OK.

Related concepts
Benefits of exporting or importing elements on page 169

Related tasks
Select columns in the log entry table on page 270

Monitoring connections using
Geolocation elements

Using Geolocation elements, you can define the physical locations of network elements, such as Hosts.

You can also see, for example, how much traffic the elements create.

This product includes Geol.ite data created by MaxMind, available from http://www.maxmind.com. The location
information for public IP addresses is based on the GeoLite data created by MaxMind. The IP addresses in the
Geolocation database are updated when the Management Server is upgraded.

You can also create Geolocations manually in the SMC. Geolocations based on internal IP addresses must

be configured manually, as these addresses cannot be found in the Geolocation database based on public IP
addresses. Creating a Geolocation manually for a public IP address overrides location data found for the address
in the Geolocation database.

Geolocation maps are available in Reports, Statistics, and Overviews.

E Note
| 4

You cannot use Geolocation elements to filter network traffic. Use Country elements for that
purpose.
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Create Geolocation elements

A Geolocation represents the physical location of a network element. When you create a Geolocation, select the
elements that belong to it.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

Select #. Configuration, then browse to Administration.
Browse to Other Elements > Geolocations.

Right-click Geolocations, then select New Geolocation.
Enter the Name and Address.

To define the Coordinates, select an option:
= To automatically resolve the Geolocation coordinates, click Resolve from Address.
m  Enter the Latitude and Longitude in Decimal Degrees format (for example, latitude 49.5000° and

longitude -123.5000°).

Click the Content tab, then select the elements that belong to the Geolocation.

Click OK.

Set a Geolocation for an element

You can set many elements to use the same Geolocation.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

Right-click an element, then select Tools > Set Geolocation.

Select a Geolocation for the element, then click Select.

Geolocations and IP addresses in Google Maps

You can view the actual location of a Geolocation element or an IP address in more detail in Google Maps.

You can use the Show in Google Maps option in:

m  Geolocation maps included in Overviews and Reports

® The Logs view

®  The Whois Information dialog box
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View Geolocation element locations in
Overviews and Reports

Geolocation elements are displayed in Google Maps based on the location data that was entered for them.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) On a Geolocation map in an Overview or Report section, right-click a location, then select Show in Google
Maps.

The location is opened in Google Maps in your default web browser.

Related concepts
Overviews and how they work on page 204
Designing reports on page 280

View IP address locations in the Logs view

In the Logs view, you can see a location (for example, a city or street address) for an IP address in Google Maps.

Only IP addresses associated with a location can be displayed in Google Maps. In the Logs view, these IP
addresses are indicated with a country flag icon next to the IP address.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.
2) Select a log entry with an IP address that has a flag icon associated with it.

3) Right-click the IP address in the Fields pane, then select Show in Google Maps.
The location is opened in Google Maps in your default web browser.

View IP address locations from the Whois
Information dialog box

When checking the Whois information for an IP address, you can see the location (for example, a city or street
address) in Google Maps.

Only IP addresses associated with a location (for example, a city or street address) can be displayed in Google
Maps.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.
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2) Right-click the IP address of a log entry that has a flag icon associated with it, then select Whois <IP
address>.

3) Right-click the Whois Information dialog box, then select Show in Google Maps.
The location is opened in Google Maps in your default web browser.

Monitoring configurations and policies

The engines receive their configuration when a policy is installed.

You can monitor the policies and configurations installed on the engines in the following ways:
®  You can check which policy is being enforced and when it was last installed.
= You can quickly view the most recent version of the installed policy.

B You can view the configurations that were transferred in each past policy installation and compare them to
each other or the current policy stored on the Management Server.

®  You can view, approve and commit the changes to the configuration and policies of engines that have not
been transferred yet.

Related concepts
Getting started with policies on page 773

Related tasks
Check the currently installed policy on page 788
View, approve, and commit pending changes on page 108

Monitor administrator actions

A record of administrator actions is maintained in the SMC.

The records can only be viewed by administrators who are allowed to view Audit logs. They can be browsed like
any other logs in the Logs view.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Audit.
The Logs view opens with the Audit logs selected for viewing.

2) Browse and filter the logs.

Related concepts
Getting started with the Logs view on page 249
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Monitor tasks

You can check the status of running tasks and executed tasks (for example, upgrade tasks and system tasks).

E Note
| 4

System tasks that run automatically are not visible in the History branch.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Browse to Tasks > History.
You can see the following columns:
B Progress — Shows the progress of a running Task.
= [Info — Shows additional details about the execution of a Task.
m  State — Shows the status of the Task.

3) To show tasks that have previously been run, select # Tools > Show Executed Tasks.

Related concepts
Creating Task Definitions on page 1280

Related tasks

Schedule Tasks on page 1286
Start Tasks manually on page 1287
Stop running Tasks on page 1289

Traffic captures and how they work

You can capture network traffic data for network troubleshooting purposes. This data helps you to analyze
network traffic to and from the engines.

It is also often useful to have this data available when contacting Forcepoint support.

Traffic capture creates a .zip file that contains a tcpdump CAP file, which is compatible with standard “sniffer”
tools such as tcpdump, WinDump, or Wireshark. You can select whether to include full packet information or
only IP address headers in the tcpdump. You can also include a free-form description and information about your
configuration and trace files in the traffic capture .zip file.

The data can be archived and analyzed later, as the traffic capture .zip file is saved on the Management Server or
in a directory on your local workstation.

Traffic captures can only be taken on nodes that are online and have a policy uploaded.
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E Note
| 4

You must have permissions to send Advanced Commands to be able to take traffic captures.

You can stop or cancel a traffic capture at any point once it has been started.

m |f you stop a traffic capture, all captured tcpdump data is compressed and sent to the Management Server or
to your local workstation.

® |f you cancel a traffic capture, all captured tcpdump data is deleted.

Related tasks
Create Administrator Role elements on page 368

Take traffic captures

If you want to analyze network traffic, capture the network traffic data.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.
2) Right-click an NGFW Engine, then select Tools > Capture Traffic.
3) Select one or more interfaces whose traffic you want to capture, then click Select.

4) (Optional) Click Add to add more interfaces to the traffic capture.
You can also add interfaces from other types of engines.

O Tip

You can create tcpdump files for several different interfaces in the same Traffic Capture task.
The Traffic Capture .zip file contains a separate CAP file for each interface included in the
capture.

5) (Optional) To limit the scope of the traffic capture, click the Limit by field, then enter an IPv4 or IPv6 address.
The IP address must match either the source or destination of the packets included in the capture.

6) Define the other traffic capture options.

7) Click Start Capture.

Related concepts

Alert log messages for troubleshooting on page 1335
Log messages for troubleshooting on page 1337
Error messages for troubleshooting on page 1342
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Checking maintenance contract
information

You can view maintenance contract and support level information for your licenses in the Management Client by
allowing your Management Server to contact Forcepoint servers.

This information is available for each license in the Licenses > All Licenses branch of the Administration
Configuration view, if the Management Server can contact the servers.

To enable viewing maintenance contract and support level information permanently for your licenses, you must
allow the Management Server to connect to the servers.

Related concepts
Getting started with automatic updates and upgrades on page 1245

Enable or disable automatic checking of
maintenance contract information

You need to allow the Management Server to connect to Forcepoint servers.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Global System Properties.

2) On the Updates tab, select Enable Sending Proof-of-License Codes to FORCEPOINT Servers.

3) Click OK.

View current maintenance contract information

When contract checking is enabled, you can view information on your support contract.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Browse to Licenses, then browse to All Licenses or a component-specific branch.
The licenses are shown in the table in the right pane.
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3) Select the license that you want to view.

E Note
4

If information is not available, make sure that you have enabled the automatic checking of
maintenance contract information or manually fetch the latest information.

Manually fetch latest maintenance contract
information

If you do not allow contacting Forcepoint servers automatically, you can fetch the information manually.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Licenses, then browse to All Licenses or a component-specific branch.

3) Right-click the selected branch, then select Check Maintenance Contract or Tools > Check Maintenance
Contract.

You are prompted to confirm that you want to send proof of license codes to Forcepoint.

4) Click Yes.

If the Management Server can connect to Forcepoint servers, the Management Client displays the
maintenance contract and support level information for the licenses. The information is available in the
Management Client until the Management Server is restarted.
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Chapter 13
Monitoring third-party devices

Getting started with monitoring third-party devices on page 229
Converting logs from third-party devices on page 230

Methods for monitoring third-party device status on page 240
Configuring Log Servers to monitor third-party devices on page 243
Activate monitoring of third-party devices on page 244

Configuring third-party devices for monitoring on page 245

Changing the ports for third-party device monitoring on page 246
Activate or deactivate third-party device monitoring alerts on page 247

The SMC can be configured to log and monitor other manufacturers’ devices in much the same way as SMC
components are monitored.

Getting started with monitoring third-
party devices

As well as SMC components, you can monitor third-party devices, with some limitations.

What the third-party device monitoring feature does

You can configure Log Servers for a full range of monitoring features for third-party devices:

® Log Servers can receive a syslog stream and store the information in SMC log format. The stored logs can
then be processed just like logs generated by SMC components. For example, the data can be included in
reports you generate.

® Log Servers can receive SNMP statistics information and NetFlow (v5 and v9) and IPFIX data from third-party
devices. You can view this information as part of your Overviews or create reports based on the received data.

® Log Servers can probe devices through several alternative methods. You can monitor the device status in the
Management Client in the same way as for the SMC components.

Limitations

Each Log Server can monitor a maximum of 200 third-party devices. This limit is enforced automatically.

SNMP statistics for third-party devices are limited to the amount of free and used memory, CPU load, and
interface statistics.

Your Management Server license might limit the number of managed components. Each monitored third-party
device is counted as a fifth of a managed unit.
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Third-party device monitoring configuration
overview

The steps you follow depend on the types of third-party devices you want to monitor.

Follow these general steps to configure the monitoring of third-party devices:
1) (Optional, for syslog data only) If you want to receive syslog data, define the syslog reception settings for
each type of third-party device.

2) (Optional) If you want to monitor the status of third-party devices and receive statistics from them, define the
status and statistics monitoring settings for each type of device.

3) Activate monitoring for the third-party device by adding monitoring settings in the properties of each element
that represents a third-party device. (Third-party devices are: Router, Host, Active Directory Server, LDAP
Server, RADIUS Authentication Server, and TACACS+ Authentication Server.)

4) Depending on features used, configure the third-party device for monitoring.

Related concepts

Converting logs from third-party devices on page 230

Methods for monitoring third-party device status on page 240
Configuring third-party devices for monitoring on page 245
Changing the ports for third-party device monitoring on page 246
Configuring Log Servers to monitor third-party devices on page 243

Related tasks
Activate monitoring of third-party devices on page 244
Activate or deactivate third-party device monitoring alerts on page 247

Converting logs from third-party devices

You can set up most external devices to send logs to the Log Server in syslog format.

The Log Server can convert incoming syslog entries to SMC log entries. You can use predefined Logging Profile
elements or create new elements to determine how the field values are selected from a syslog entry and inserted
into an SMC log entry. A Logging Profile must have at least one logging pattern. Logging patterns determine how
the fields from syslog entry are parsed to the appropriate log fields in an SMC log entry.

You can create logging patterns in the following ways:

®  Ordered Fields — Use when the fields in the syslog message are not separated by keywords and the type
of field can only be deduced from its position. The received syslog entries are parsed in a sequence that you
define in the Logging Profile. If the incoming logs vary in structure, you must define a different sequence for
each type of structure. You can define several patterns in one Logging Profile.

®  Key-Value Pairs — Use when the syslog message contains keywords that describe the type of field. The
received syslog entries are parsed based on key values that you define in the Logging Profile. You can define
the key values in any order. A single definition can be used even if logs vary in structure.
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It is easier to configure a pattern using key-value pairs. We recommend that you use key-value pairs if a third-
party device formats the relevant parts of the syslog packet as key-value pairs. Ordered fields can be used to
process all syslog data regardless of its format, but it is more difficult to configure a pattern as ordered fields.

If a match is found, the system simply converts the matching syslog entry to an SMC log field. You can define
Field Resolvers for more complex operations.

You can categorize incoming logs from third-party devices by selecting specific Log Data Tags for them. You can
categorize logs based on the log type, or the feature or product that generates the logs. For example, you can
associate the “Firewall” Log Data Tag with third-party firewall logs.

You can create categories by dividing the logging patterns in a Logging Profile in sections. Both ordered fields
and key-value pairs can be divided into sections. You can select one or several Log Data Tags for each section.
The selected Log Data Tags are shown for the matching log entries in the Fields pane of the Logs view if the Log
Data Tags column is enabled. In addition to the Log Data Tags you define in the Logging Profile, the default “Third
Party” and “Log Data” Log Data Tags are associated with all logs from third-party devices.

You can also use Log Data Tags as filtering criteria in the Logs view, in Reports, and in Local Filters for various
elements. (Elements include: Administrator, Log Server, and Management Server elements and Correlation
Situations).

Related concepts

Changing the ports for third-party device monitoring on page 246
Getting started with the Logs view on page 249

Getting started with filtering data on page 299

Related tasks
Create Logging Profile elements on page 231
Add Field Resolvers in Logging Profile elements on page 238

Create Logging Profile elements

A syslog packet consists of three parts: <PRI>, HEADER, and MSG. In a Logging Profile element, you define
patterns for converting the MSG part of the syslog packet to a SMC log entry.

A Logging Profile parses the data in a syslog message to the corresponding SMC log fields when the syslog entry
is converted to an SMC log entry. The parts of the syslog packet are explained in more detail in the following
table.

Parts of the syslog packet

Section Description

<PRI> Contains facility and priority information.

The Log Server automatically extracts the Facility value from the <PRI> part and converts it
to the Syslog Facility field in SMC logs. You do not define patterns for mapping this section in
the Logging Profile.

HEADER Contains a time stamp and the host name or IP address of a device.
The Log Server automatically extracts the data in the HEADER part.

This section is optional in syslog packets, so not all devices send this data.
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Section Description

MSG Contains the text of the syslog message. In the Logging Profile, you define the mapping for

parsing this part of the syslog packet.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

Select ©. Configuration, then browse to Monitoring.

Browse to Third-Party Devices > Logging Profiles.

Right-click Logging Profiles, then select New > Logging Profile.
Enter a name for the Logging Profile, then click OK.

(Optional) To insert fields, drag and drop items to the Header field from the Fields branch in the Resource
pane, or use type-ahead search.

Es Cisco x +

Resources Eg.Cisco
Q ®) .' ﬁ'Tools General Valid@

-
Ef§| Cisco time j@ E Ignore |@ ! Ignore @ E Cisco original time j: %

Name 4

H [Fields]

= Patterns: _
B [ Field Resolvers ]

Third-Party | Firewall
‘ 1
7

sEc-{ Bl Severity - 1PACCESSLOGP: @ 1iste| [El Rule Tag Jo( [ Cisco actior

err— Bl Saveritv —TonrrRearArnD- 015 o+al Bl Rule Tan 'a Ciern arti

E Note
4

You can add fields that are the same for all logging patterns that you define in the Patterns
pane. To omit a portion of data, add an Ignore field.

Important

Type or copy and paste from the syslog message any tokens that appear before and after the
field values. If you do not insert the appropriate tokens, the data cannot be parsed.

In the illustration, the header of the syslog entry contains the following data common for all patterns:
<Cisco time><space><Ignore><space><Ignore><space><Cisco original time>

As a result, the header contains the following data:

<Sep 21 04:04:56> <cisco-example.stonesoft.com> <1815452:> <Sep 21 04:04:55> %

Because the Ignore field is used for <cisco-example.stonesoft.com> and <1815452:>, the values are not
converted to SMC log entry format.
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6) Select how Patterns are parsed:

® Ordered Fields — The syslog entries are parsed in the specified order. If the incoming logs vary in
structure, you must define several patterns.

m Key-Value Pairs — The syslog entries are parsed based on key-value pairs that you define. You can add
key-value pairs in any order. You can use one pattern for all logs even if the logs vary in structure.

7) Click ™ Save.

Related concepts
Converting logs from third-party devices on page 230

Related tasks
Define logging patterns as ordered fields in Logging Profile elements on page 233
Define logging patterns as key-value pairs in Logging Profile elements on page 235

Define logging patterns in Logging Profile
elements

You can define logging patterns in the Logging Profile using ordered fields or key-value pairs.

Define logging patterns as ordered fields in
Logging Profile elements

The pattern that you define in a Logging Profile must be an exact match for the incoming syslog entry. If incoming
logs vary in structure, you must define a different pattern for each type of entry.

If several patterns match, the system uses the pattern with the most matching entries.

Each received syslog entry is converted to an SMC log entry. The field values that match a specified pattern are
copied without further processing to an SMC log field. Also, you can create Field Resolvers to convert specific
values in the syslog data to specific values in SMC logs.

You can use sections in the Logging Profile to organize the logging patterns. To create categories, you can
associate one or several Log Data Tags with each section. The Log Data Tags improve the way log entries can
be viewed and stored. However, they do not affect the way third-party log entries are converted into SMC log
entries. If you do not select specific Log Data Tags for a section, only the default “Third Party” and “Log Data” Log
Data Tags are shown for the matching log entries.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1) Inthe Logging Profile, select Ordered Fields as the Pattern.

Cisco [EDIT) x |+

Resources %Cisco (EDIT)
Q G] .v ovTools General | Validation

Header: | ! Cisco time @] ! Ignore |@| ! Ignore @ ! Cisco original time 0%

Name 4
El [Fields] Paﬂer@ @® Ordered Fields O Key-Value Pairs
B [Field Resolvers] " Third-Party | Firewall Select Log Data Tags.@
3 ) 1 |sec-_[H Severity -1PACCESSLOGP: @ 1iste Bl Rule Tag e Fl Cisco actio
2 [sec-{ B Severity -1PACCESSLOGDP: @ 1iste( B Rule Tag jo( Ff Cisco act
3 |sec-_ Bl Severity -1PaCCESSLOGNP: @ 1iste| [E] Rule Tag je( [ Cisco act
4 |sEc—{ Bl Severity -1PACCESSLOGRP: ®1iste [E] Rule Tag jo{ [} Cisco act
5 |sec-{ [E Severity -1PACCESSLOGS: @ 1iste [E] Rule Tag je( [ Cisco actio
6
© Third-Party | Access Control | Firewall Select Log Data Tags...
1 |sec-{ B Severity -IPACCESSLOGRL: ®access-1iste| [E] Information Ms
2
© Third-Party | System Select Log Data Tags...
1 ! Ignore —| ! Severity - ! Ignore : ®| ! Information Message |
2
@ Add Section...
4 @Unmatched Log Event: Store in "Syslog message’ field
2 elements

2) (Optional) In the header row of the Patterns section, click the Select Log Data Tags link.

Select the Log Data Tags according to the type of traffic that matches the ordered fields in the section, then
click Add. The selected Log Data Tags are added to the Content list.

E Note
4

Log Data Tags make the converted third-party log data records visible in the appropriate log
data contexts. They also generate log data storage indexes, which speed up the filtering by
data tags.
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3) Toinsert the field values, drag and drop items from the Fields branch in the left pane to the empty space in
the Patterns section. Or use type-ahead search.

Alternatively, you can define a Field Resolver, then add it to the pattern instead of a log field. To omit a
portion of data, add an Ignore field.

Important

Type or copy and paste from the syslog message any tokens that appear before and after the
field values. If you do not insert the appropriate tokens, the data is not parsed.

4) (Optional) If some incoming log entries have a different structure, press Enter to add more rows to the
Patterns section.

5) (Optional) To create another section in the same Logging Profile, click Add Section, then configure the new
section.

6) Inthe Unmatched Log Event section, select the action for handling syslog data that does not match any
defined logging patterns:

m Store in 'Syslog message' field — A log entry is created and all data is inserted into the Syslog
Message log field. The log entry is stored on the Log Server.

m Display in 'Syslog message' field (Current mode only) — A log entry is created and all data is inserted
into the Syslog Message log field. The log entry is displayed in the Current Events mode in the Logs view,
but it is not stored.

® Ignore — The data is discarded.

Related tasks

Add Field Resolvers in Logging Profile elements on page 238
Validate Logging Profile elements on page 239

Activate monitoring of third-party devices on page 244

Define logging patterns as key-value pairs in
Logging Profile elements

When you define key-value pairs for converting syslog data, the Log Server parses each received syslog entry
data based on the defined key-value pairs.

The data in the incoming syslog message must be formatted as key-value pairs.

You can use sections in the Logging Profile to organize the logging patterns. To create categories, you can
associate one or several Log Data Tags with each section. The Log Data Tags improve the way log entries can
be viewed and stored. However, they do not affect the way third-party log entries are converted into SMC log
entries. If you do not select specific Log Data Tags for a section, only default “Third Party” and “Log Data” Log
Data Tags are shown for matching log entries.
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

In the Logging Profile, select Key-Value Pairs as the Pattern.

Patterns: (O Qrdered Fields @ Key-Value Pairs

Third-Party Select Log Data Tags.@

N
Key Field
devlime Bl Original Time
dst /A—I-\ Bl Dst Addr 3 .
dstMAC \_/ | B Nat Dst < )
dstPort El Dst Port

@Add Section...

@Unmatched Key: ‘ Store in ‘Syslog message’ fi... ¥

(Optional) Click the Select Log Data Tags link in the header row of the Patterns section.

Select the Log Data Tags according to the type of traffic that matches the key-value pairs in the section, then
click Add. The selected Log Data Tags are added to the Content list.

E Note
4

Log Data Tags make the converted third-party log data records visible in the appropriate log
data contexts. They also generate log data storage indexes, which speed up the filtering by
data tags.

Drag and drop SMC log fields from the Fields branch in the left pane to the Field column.

Alternatively, you can define a Field Resolver and add it to the pattern instead of a log field. To omit a portion
of data, add an Ignore field. By default, the Ignore field is added to the Field column in the new section.

Double-click the Key column for the log field that you added, then type the corresponding key value as it
appears in the syslog message (for example, devTime).

(Optional) To add more key-value pairs to a section, right-click a row, then select Add Row.

The key values can be added in any order. The key values are converted to SMC log entries based on the
key values alone.

(Optional) To create another section in the same Logging Profile, click Add Section, then configure the new
section.

In the Unmatched Key section, select the action for handling syslog data that does not match any defined
logging patterns:
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m Store in 'Syslog message' field — A log entry is created and all data is inserted into the Syslog
Message log field. The created log entry is stored on the Log Server.

® Ignore — The data is discarded.

Related concepts
Converting logs from third-party devices on page 230

Related tasks

Define logging patterns as ordered fields in Logging Profile elements on page 233
Add Field Resolvers in Logging Profile elements on page 238

Validate Logging Profile elements on page 239

Activate monitoring of third-party devices on page 244

Benefits of adding Field Resolvers in Logging
Profile elements

Field Resolvers convert values in incoming syslog fields to different values in SMC logs.

There are two types of Fields Resolvers: multi-value field resolvers and date field resolvers.

Multi-valued field resolvers

You can use multi-valued field resolvers in the following case:

To convert one value to several log fields — In some cases, a single value can have several corresponding log
fields in SMC logs. A Field Resolver can parse a single value into multiple SMC log fields. For example, SMC
components set an Action, a Situation, and an Event for traffic filtering decisions. If the external component
notifies a “permitted” action, the Field Resolver can set the corresponding SMC log values for all 3 log fields.

E Note
| 4

You can also use multi-value field resolvers if the log data has a pre-set range of values on the
external devices and in the SMC. However, the possible values are different. For example, you can
map a range of alert severities in the original data to similar alert severities in SMC logs (Info/Low/
High/Critical).

Date field resolvers

You can use date field resolvers in the following case:

Converting time stamps — Different external devices use different date and time formats. A Field Resolver for
each different incoming format maps the times and dates correctly to the SMC log format. The date and time
syntax in Field Resolvers follows the Java standard.
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Add Field Resolvers in Logging Profile
elements

For converting syslog values, add a field resolver for either multiple values or for date and time.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) In the Logging Profile, click the Field Resolvers branch in the left pane.
2) Drag and drop a Field Resolver to the Header field or to the Patterns pane.

3) If the Field Resolver you want is not listed, right-click a Field Resolver, then select New > Field Resolver.
Define the Field Resolver for either multiple values or for date and time.

Related tasks

Define Field Resolvers for multiple values in Logging Profile elements on page 238
Define Field Resolvers for date and time in Logging Profile elements on page 239
Validate Logging Profile elements on page 239

Define Field Resolvers for multiple values in
Logging Profile elements

You can set the Field Resolver to convert various fields to the correct format, or to combine more than one field
into one.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) In the properties of the Field Resolver, select Multi-valued as the Field Type.

2) In Fields, click Add, then select the appropriate SMC log fields.
The incoming syslog data is inserted into the log fields you select.

3) To add a row to the table, click Add.
4) Enter the value that is used on the third-party device in the Value cell.
5) Enter or select the value you want to use for each selected SMC log field.

6) Click OK.
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Related tasks

Define logging patterns as ordered fields in Logging Profile elements on page 233
Define logging patterns as key-value pairs in Logging Profile elements on page 235
Define Field Resolvers for date and time in Logging Profile elements on page 239
Validate Logging Profile elements on page 239

Define Field Resolvers for date and time in
Logging Profile elements

You can set the Field Resolver to convert date and time values.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) In the properties of the Field Resolver, select Date as the Field Type.
2) Click Select next to Time Field, then select the log field for which you want to define a time stamp.

3) Inthe Time Format field, enter the format that the third-party device uses for the time stamp.
Type the format according to Java standards. For the syntax, see:

http://docs.oracle.com/javase/1.5.0/docs/apil/javal/text/SimpleDateFormat.html

Example: Typing MMM dd HH:mm:ss maps the log time stamp as Jan 30 13:23:12.

4) Click OK.

Related tasks

Define logging patterns as key-value pairs in Logging Profile elements on page 235
Define logging patterns as ordered fields in Logging Profile elements on page 233
Define Field Resolvers for multiple values in Logging Profile elements on page 238
Validate Logging Profile elements on page 239

Validate Logging Profile elements

To verify that the syslog data is converted correctly to SMC log fields, you can test a Logging Profile that you
created.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.

2) Browse to Third-Party Devices > Logging Profiles.
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3) Right-click the Logging Profile that you want to validate, then select Edit Logging Profile.
4) Click the Validation tab.

5) To select a file with syslog data, click Browse.

1

General | Validation

Log Data File: l logfile. txt (5 Browse...

Jul 31 00:45.33 141.33.14.45 123.41.11.44 1234 5678 permit

Jul3100:46.121 11.44 80 8080 permit
Jul 3100:55.33 1| Imported data |14 458060 80 stop
Jul3101:45.41 170 2T 31.44 TZ3.41.11.44 1234 5678 permit

Jul3103:13.31 141.33.14.45 123.41.11.44 34 80 stop

( : ?Validate

Av T
| Logging Pattern ICreation Time IAction lSrc Addr ] Dst Addr ] Src Port l Dst Port ]
Pattern #1.1 July 311970 00:46:12 EET_| Allow 141.33.14.45 |123.41.11.44 |80 8080
Pattern #1.1 July 31 1970 00:55: Conversionresults fj 11 44 |141.33.14.45 | 8060 80
Pattern #1.1 July 311970 01:45:41 EET | Allow 170.21.31.44 |123.41.11.44 (1234 5678
Pattern #1.1 July31197003:13:31 EET |Discard |141.33.14.45 |123.41.11.44 |34 80
Generic Logging Pattern

6) Click Validate.

The imported data is displayed in the first pane. The validation results are displayed in the second pane. The
first column of the results pane shows which logging pattern is used to convert each syslog entry.

Related tasks
Create Probing Profile elements for monitoring third-party devices on page 242
Activate monitoring of third-party devices on page 244

Methods for monitoring third-party
device status

The Log Server can actively probe the status of third-party components using several alternative methods.

The supported methods are:
= SNMPv1
= SNMPv2c
= SNMPv3
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® Pings
m  TCP connection probes

When one of the SNMP status probing methods is used, you can also set up statistics reception for the device.
Statistics reception relies on SNMPv1 traps sent by the third-party device.

The SMC supports statistical monitoring of the following details:
®  Amount of free and used memory

® CPU load

® Interface statistics

Related concepts
Changing the ports for third-party device monitoring on page 246

Related tasks

Import MIBs for monitoring third-party devices on page 241

Create Probing Profile elements for monitoring third-party devices on page 242
Activate monitoring of third-party devices on page 244

Import MIBs for monitoring third-party devices

You can import third-party MIBs (management information bases) to support third-party SNMP monitoring.

Before you begin

You must have a MIB file for the device from the device vendor.

The OIDs (object identifiers) allow resolving the SNMP traps when they appear in log entries. If the OIDs are not
resolved, they appear in the logs using a more difficult to read dotted notation. Only SNMPv1 Trap Reception is
supported.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Browse to Third-Party Devices > MIBs.

3) Right-click MIBs, then select Import MIBs.

4) Browse for the MIB file to import, then click Import.
5) (Optional) When the import is finished, click Close.

6) In the navigation pane, browse to MIBs > All MIBs or MIBs > By Vendor.
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7)

8)

To view the contents of a MIB, right-click it, then select Properties.

The General tab shows the contents of a MIB as is. To view information about the objects that the MIB
defines, click the OID Tree tab. The information includes the object identifiers, their OIDs in dot notation, and
possibly a description of the object.

Click OK.

Related tasks
Create Probing Profile elements for monitoring third-party devices on page 242

Create Probing Profile elements for monitoring
third-party devices

Probing Profiles define the monitoring of third-party device status (using SNMPv1/SNMPv2c/SNMPv3/Ping/TCP)
and the settings for receiving statistics information from them (using SNMPv1).

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)
5)

6)

7)

Select #. Configuration, then browse to Monitoring.

Browse to Third-Party Devices > Probing Profiles.

Right-click Probing Profiles, then select New > Probing Profile.
Define the probing profile settings on the General tab.

On the Status tab, define the probing profile status settings.

(SNMP/SNMPv2c/SNMPv3 probing only) On the Statistics tab, define the settings for statistics reception
using SNMPv1 traps.

Click OK.

Related concepts
Converting logs from third-party devices on page 230

Related tasks
Activate monitoring of third-party devices on page 244
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Configuring Log Servers to monitor
third-party devices

Log Servers can be configured to monitor third-party devices.

You can select:

® A Probing Profile that defines how the Log Server monitors the device.

® A Logging Profile that defines how the received syslog data is converted into SMC log entries.

You can also configure Log Servers to receive SNMP traps or NetFlow (v5 or v9) or IPFIX data from third-party
devices.

Define monitoring rules on a Log Server

Configure the rules that send monitoring data to a Log Server.

Steps © For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
a)
5)
6)
7)

8)

Select ff Home.

Browse to Others > Log Server.

Right-click the Log Server to which you want to send monitoring data, then select Properties.

Switch to the Monitoring tab.

To create a rule, click Add.

Configure the monitoring rules.

To remove a rule, select the rule, then click Remove.

Click OK.
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Create Access rules allowing third-party
monitoring

If a third-party device and the Log Server are separated by a Firewall or Layer 2 Firewall, edit the Policy to allow
traffic from the device to the Log Server.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select . Configuration.

2) Expand Policies, then browse to the type of policy you want to edit.

3) Right-click the Firewall or Layer 2 Firewall policy, then select Edit Firewall Policy or Edit Layer 2 Firewall
Policy.

4) Switch to the IPv4 Access or IPv6 Access tab, then add an Access rule with the following values:

Source — the third-party element.
Destination — your Log Server.
Service — ICMP Ping, SNMP (UDP), or SNMP (TCP).

The Service depends on the probing method that is used in the Probing Profile selected in the Monitoring
rule.

Action — Allow.
Logging — None.

5) Save and install the policy to start using the new configuration.

Activate monitoring of third-party
devices

You can activate status monitoring, log reception, or both for a third-party device.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select ft Home.

2) Browse to Others > Third Party.

3) Right-click a third-party device, then select Properties.

4) On the Monitoring tab, select the Log Server to which the logs from the third-party device are sent.
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5)

6)

7)

8)

9)

(Optional) To receive status information, select Status Monitoring, then select the Probing Profile.
(Optional) To receive logging information, select Log Reception, then select the Logging Profile.
(Optional) To receive SNMP traps from the third-party device, select SNMP Trap Reception.
(Optional) To receive NetFlow/IPFIX data from the third-party device, select NetFlow Reception.

Click OK.

Related concepts

Getting started with monitoring the system on page 189

Converting logs from third-party devices on page 230

Configuring third-party devices for monitoring on page 245
Changing the ports for third-party device monitoring on page 246
Getting started with the Logs view on page 249

Configuring Log Servers to monitor third-party devices on page 243
Defining IP addresses as elements on page 879

Getting started with directory servers on page 1059

Getting started with user authentication on page 1085

Related tasks

Create Probing Profile elements for monitoring third-party devices on page 242
Activate or deactivate third-party device monitoring alerts on page 247

Create Access rules allowing third-party monitoring on page 244

Configuring third-party devices for
monitoring

For any type of monitoring, confirm that the connections between the third-party device and the Log Server are
allowed through any possible traffic filtering in your network. When configuring third-party devices for monitoring,
be aware of some conditions.

Ping and TCP status monitoring do not usually require additional configuration on the target device.

SNMP-based polling usually requires that the target device is configured to respond to the Log Server’s
SNMP queries.

Statistics sending (as SNMPv1 traps) must always be configured on the third-party device. For instructions on
these tasks, see the documentation of the third-party device.

NetFlow or IPFIX reception requires that the third-party device is configured to send NetFlow or IPFIX data.
This configuration includes activating the service on the device and defining the reception port and IP address
of the NetFlow or IPFIX collector (the Log Server).

If necessary, you can change the ports that the Log Server uses to listen to syslog, SNMP, NetFlow, and IPFIX
transmissions.
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Related concepts
Changing the ports for third-party device monitoring on page 246
Configuring Log Servers to monitor third-party devices on page 243

Related tasks

Activate monitoring of third-party devices on page 244

Activate or deactivate third-party device monitoring alerts on page 247
Create Access rules allowing third-party monitoring on page 244

Changing the ports for third-party device
monitoring

It is recommended to set your third-party devices to send data to the default ports that the Log Server listens to.

The default listening ports are:

®  Windows — The Log Server listens to syslog on port 514 and SNMP traps on port 162.
® Linux — The Log Server listens to syslog on port 5514 and SNMP traps on port 5162.
®  Windows and Linux — The Log Server listens to NetFlow and IPFIX data on port 2055.

If necessary, you can change the ports for syslog, SNMP, NetFlow, and IPFIX reception, but the port number in
Linux must always be higher than 1024.

If it is not possible to reconfigure the third-party device to send syslog data, SNMP traps, NetFlow data, or IPFIX
data to the correct port, you have other options. You can redirect traffic to a different port using an intermediate
network device or on the Log Server, using iptables in Linux:

iptables -t nat -A PREROUTING -p udp -m udp --dport 514 -j REDIRECT --to-ports 5514

Related concepts
Configuring Log Servers to monitor third-party devices on page 243

Related tasks

Activate monitoring of third-party devices on page 244

Activate or deactivate third-party device monitoring alerts on page 247
Create Access rules allowing third-party monitoring on page 244

Edit Log Server configuration parameters on page 447
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Activate or deactivate third-party device
monitoring alerts

You can activate or deactivate the status surveillance feature, which generates an alert if a monitored
component’s status remains unknown for 15 minutes.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select ft Home.
2) Browse to Others > Third Party.

3) Right-click an element, then select or deselect Options > Status Surveillance.

Related concepts
Configuring Log Servers to monitor third-party devices on page 243

Related tasks
Activate monitoring of third-party devices on page 244
Create Access rules allowing third-party monitoring on page 244
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Chapter 14
Viewing and exporting logged
data

m  Getting started with the Logs view on page 249

®  Browsing log data on page 257

®  Changing how log entries are displayed on page 269
B Exporting data from the Logs view on page 271

m  Save data in PDF or HTML format on page 273

m  Create rules from log entries on page 275

You can view log, alert, and audit entries through the log browsing views. You can view data from SMC servers, all
types of engines, and from third-party components that are configured to send data to the SMC.

Getting started with the Logs view

The Logs view displays all log, alert, and audit entries for the SMC.

You can view many types of entries from any number of components together or individually.

While you can view active alerts in the Logs view, you must acknowledge active alerts in the Active Alerts view.

Open the Logs view

There are several ways to access the Logs view.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) To access the Logs view, select an option:
m Select E Logs.

®m To view logs sent by a component, right-click an element that produces logs, then in the Monitoring
submenu, select a log-related item.

®  To open the Logs view with different filtering criteria, create different bookmarks.
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Related concepts
How the Logs view is arranged on page 250
Browsing log data on page 257

Changing how log entries are displayed on page 269
Exporting data from the Logs view on page 271

Related tasks

Create rules from log entries on page 275

How the Logs view is arranged

The default records arrangement is optimized for efficient browsing of many entries.

Logs view in the records arrangement
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5 Opens the Log Analysis view

4 View graphical summaries based on the log entries

Viewing and exporting logged data | 250



Forcepoint Next Generation Firewall 6.8 | Product Guide

Status bar options for log browsing

O, & & © O

Ready - Time Zone~ | demo | @ Default~

1 Activity status

2 Server connectivity status
3 Set the time zone

4 The logged in user

5 The location — defines the Log Server contact address if there is NAT between the Management Client
and a Log Server

E Note
| 4

If NAT is applied between your Management Client and a Log Server, you must select the correct
Location for your Management Client to see the logs.

Logs view panes

You can select and deselect panes from = Menu > View > Panels.

The following panes are available in most arrangements:
® Fields pane — Provides quick access to categorized log entry details.

B Query pane — The most important tool in the Logs view. The Query pane allows you to filter the log entries
so that you can find the information you need.

®m Task Status pane — Only available in the records arrangement. Displays the status of log-related tasks, such
as a log export that you start from the Logs view.

® Hex pane — Displays traffic recordings generated by the Excerpt logging option of an Inspection rule (other
recordings are viewed using an external viewer).

®  Summary pane — Textual explanation of the event that generated the record.
= Event Visualization pane — A graphic showing important information about the event.
® Info pane — Displays detailed information on a selected log entry.

Log entry table (records arrangement)

The log entry table in the default records arrangement is the primary view for the log entries. You can freely
select which details are shown and the order of the columns. Different types of entries contain different types of
information, so none of the entries use all columns.

When you right-click a cell in a log entry, the menu that opens allows you to select various actions related to the
log entry. The actions vary slightly depending on the information in the cell. For example, right-clicking an element
adds general element-specific actions (such as viewing the properties of the element). The actions include, but
are not limited to, the following:

®m Details — Switch to the Details view of the selected record.
m Copy — Copy the entry details to the clipboard.
® View Rule — View the rule that generated the log entry (if applicable).
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® Create Rule — Create a rule based on the entry.

B Whois — Look up the selected IP address in the online Whois database.

m Export — Export records or attach records to an Incident case.

®  Filter Connections — Add basic details from the current selection to the Query pane.

® Show Connection — Add basic details from the selected connection to the Query pane.

m Search Related Events — Some special events are parts of a larger chain of events. This option shows other
events related to the selected log entry.

= New Blacklist Entry — Blacklist connections that match the entry’s details.
®m  Add Filter — Add the selected detail to the filter in the Query pane.
®  New Filter — Create a filter based on the selected detail.

Related concepts

Considerations for setting up system communications on page 125
Details arrangement of the Logs view on page 253

Benefits of filtering log entries on page 258

Blacklisting traffic and how it works on page 1049

Related tasks

Use filters for browsing log entries on page 259

Browse log entries on a timeline on page 265

Check Whois records for IP addresses in log entries on page 266
Copy log entries in CSV format on page 271

Export log entries on page 271

Export IPS traffic recordings on page 272

Create rules from log entries on page 275
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Details arrangement of the Logs view

The Details arrangement of the Logs view gives an overview of an individual event.

Logs view in the Details arrangement
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1 Stop the ongoing operation

2 Previous or next record

4 Opens the Tools menu

3 Show the Records arrangement

The Details arrangement also has the following panes:

m References pane (shown by default) — Displays a list of elements corresponding to the details in the record
and possibly more information about related records for some special records that are part of a larger event.

®m Tasks pane — Shortcuts to configuration tasks that you can start based on the displayed entry (as in the
Records arrangement in the right-click menu for entries).

Related concepts

Statistics arrangement of the Logs view on page 254
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Statistics arrangement of the Logs view

In the Statistics arrangement of the Logs view, you can view charts of multiple events interactively. You can
create a quick report of the log entries that match the active Query. You can then further refine the Query by

viewing log entries that correspond to a chart segment.

Statistics arrangement
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Right-click the chart sections for options that allow you to drill-down into the details.

The Query pane in the Statistics arrangement includes another Section tab. You can use the tabs to control the
statistical display. The data can also be filtered in the same way as in other arrangements.
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Toolbar in the Statistics arrangement
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Opens the Tools menu
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Generate a new chart with a wider time range

The chart area in the Statistics arrangement can contain a pie chart, a bar chart, a line chart, stacked line chart,
or a map chart (based on an internal geolocation database). The available options depend on the chart type that
is selected:

m Top rate charts can be displayed as a pie chart, bar chart, or a map. A top rate chart shows the total numbers
of records that match the query.

B Progress charts can be displayed as a line chart, stacked line chart, bar chart, or stacked bar chart. A
progress chart illustrates the numbers of records plotted over time (similar to the timeline, but in more detail).

When a chart is generated, you can right-click for a menu of actions related to the section and possibly the
element that the section corresponds to. The actions available vary by section. Some of the most important
actions are listed as follows:

m Show Records — Opens the Records arrangement filtered to show the entries that comprise the chart
section you right-clicked.

®  Add to Current Filter — Allows you to use sections to filter data by adding the section in question to the
Filter tab of the Query pane.

= Statistics item shortcuts — Drill down to create a chart from data that matches the previous chart section.

Related concepts
Log Analysis arrangement of the Logs view on page 256
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Add statistical items to a section of the
Statistics arrangement of the Logs view

You can add statistical items to a section of the Statistics view.

S
1)
2)
3)
4)

5)

L

tepS @ For more details about the product and how to configure features, click Help or press F1.

In the Query pane, click Items.

Click Add.

Select one or more items from the list, then click Select.
Click OK.

In the Query pane, click Apply to update the view.

og Analysis arrangement of the Logs view

The Log Analysis arrangement provides various tools to analyze logs, alerts, and audit entries.

Log Analysis arrangement
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To combine logs by Service or Situation, select Aggregate > Aggregate by Service or Aggregate >
Aggregate by Situation.

To sort logs by column type, select Aggregate > Sort by Column, then click the heading of the corresponding
column.

To view the data as charts, click Statistics, then select one of the predefined statistical items. Select Select to
select an item from a complete list of statistical items.

To view the data as a diagram, click Visualizations, then select one of the visualization options.
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Visualization options

Option Explanation

Attack Analysis Displays information on Situations of the type Attack or Successful Attack.
Indicates allowed and disallowed connections between users and applications.

Audit Map Displays information on how users manipulate elements.

Application and Displays users and the applications that they use or access. Indicates allowed
Executable Usage and disallowed connections between users and applications.

Service Map Displays access to services in the network.

You can zoom in on the data presented in the visualization diagrams with the mouse wheel. Right-clicking
elements in the diagrams opens a pop-up menu with various options to further analyze the elements and add
them to filters. You can also, for example, drag and drop objects from the visualization diagram to the Query

pane to create a filter.

Related concepts
Browsing log data on page 257
Changing how log entries are displayed on page 269

Browsing log data

You can browse, filter, and search for log data in the Logs view.

Related concepts

Benefits of filtering log entries on page 258
Using Log Data Context elements on page 261
Viewing temporary log entries on page 265

Related tasks

View log entry details in the Fields pane on page 258

View log entries from specific components on page 260

Analyze log, alert, and audit entries on page 263

Sort log entries on page 263

Save snapshots of log, alert, and audit entries on page 264

View snapshots of log, alert, and audit entries on page 265
Browse log entries on a timeline on page 265

Check Whois records for IP addresses in log entries on page 266
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View log entry details in the Fields pane

The Fields pane provides several alternative views to the log entry that is selected.

The pane is most useful in the Records arrangement. This arrangement shows a subset of fields and the
information contained in the selected field. Using the Records arrangement, you can quickly browse the logs
table for the exact details you are looking for without scrolling sideways or rearranging the columns.

The Watchlist item allows you to create a customized list of fields for your own use. The Watchlist is specific to
each Management Client installation.

You can look up a selected IP address in the online Whois database.

If an IP address in a log entry has a country flag icon next to it, a Geolocation (for example, a street, city, or
country) has been associated with it. You can view the physical location of these IP addresses in Google Maps.

To change your personal Watchlist of log fields, follow these steps:
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) SelectE Logs.
2) If the Fields pane is not visible, select = Menu > View > Panels > Fields.
3) Inthe list at the top of the pane, select Watchlist.

4) Change the selection to the fields you want to use:

= To remove fields, right-click the field, then select Remove (to remove one field) or Clear (to remove all
fields).

= To add more fields, drag and drop cells from the log entry table to the Fields pane. (The value of the field
is irrelevant in this case.)

® To add a field to the Watchlist from other views in the pane, right-click the field, then select Add to
Watchlist.

Related tasks
View IP address locations in the Logs view on page 222
Check Whois records for IP addresses in log entries on page 266

Benefits of filtering log entries

Efficient use of the logs requires that you filter the records displayed in the Logs view.

Filtering is done using the Query pane, which allows you to select the type of log data that it displayed. It also
contains the follow tabs for filtering log data:

m  Filter tab allows you to filter entries based on any information in the entries. The Log Data Context specifies
the log data type.

m  Senders tab allows you to filter entries according to the component that created the entry. Filtering by sender
speeds up log browsing when there are many log sending components, but you are only interested in a limited
set.

m  Storage tab allows you to filter entries according to the servers on which the entries are stored.
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Options on the three tabs allow you to set more filtering criteria.

Related concepts
Using Log Data Context elements on page 261

Related tasks
Use filters for browsing log entries on page 259

Use filters for browsing log entries

You can quickly create local filters by dragging and dropping. You can filter logs by time, use criteria stored in
Filter elements, and save a Query as a permanent filter.

E

Note

The time selection refers to the entries’ creation time stamp (not the reception time at the Log
Server, which is also included in many entries). Internally, the SMC and engines always use
universal time (UTC). The times are displayed according to the time zone selected in your
Management Client’s status bar.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) SelectE Logs.

2) If the Query pane is not visible, select = Menu > View > Panels > Query.

You can drag and drop any field from the log entries to the Filters tab to create a Filter, select existing Filter
elements, or add a filtering criterion. To add a criterion, use the toolbar icon and type in the detail. You can
then further change and use the Filters you have created.

3) Select an option:

To change a detail manually, double-click the detail.

Right-click a field in the log entry table or in the Fields pane, then select Add Filter: <field name> to add
the item and its value as a new filter row.

Right-click an item in the log entry table or in the Fields pane, then select New Filter: <item name> to
define a value for the item and add it as a new filter row.

To add an empty row, right-click a filter row or empty space, then select Row.

To search based on a word or a string, right-click the Query pane, select New > Filter: String, then type
your search string.

To remove a detail, right-click it, then select Remove <detail description>.

To remove a whole row, right-click something other than a detail on the row you want to remove, then
select Remove.

Temporarily disable a filter row by right-clicking it, then selecting Disable.

To save the current filtering criteria as a permanent Filter element, click ™ Save at the top of the Filter tab
in the Query pane.

4) After you make changes to filters, click Apply.
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Related concepts
Getting started with filtering data on page 299

Related tasks
View log entries from specific components on page 260

View log entries from specific components

You can filter logs based on the components that created the entries.

If the Senders tab is empty, data from all components is displayed in the Logs view. The Senders tab allows you
to maintain the sender filtering independent of changes on the Filter tab. Restricting the included senders makes
log browsing faster when there are many components in the SMC.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.

2) Switch to the Senders tab in the Query pane.

3) Click ™ Select at the top of the Senders tab.

4) Select the elements you want to use as the senders, then click Select.

5) Click Apply.
The log data is refreshed, and only logs from the selected senders are displayed.

Related tasks
View log entries from specific servers and archive folders on page 260

View log entries from specific servers and
archive folders

You can specify which servers and storage folders to include.

By default, the Logs view fetches data from the active log storage folder for all data storage servers, except
those Log Servers that are excluded from log browsing.

You view logs from the active storage folder on specific Log Servers and Management Servers. You can also
view logs from archives stored on Log Servers or archives stored locally on the computer where you are using
the Management Client. In an environment with multiple Management Servers, active alerts are automatically
replicated between the Management Servers. Log Servers store all logs that other components have sent to it as
well as audit data for the Log Server’s own operation.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.
2) Inthe Query pane, switch to the Storage tab.
3) Inthe server list, select the servers and storage folders that you want to include.

4) Click Apply.
The log data is refreshed and filtered according to the selected servers and folders.

Related tasks
Edit Log Server configuration parameters on page 447

Using Log Data Context elements

You can use Log Data Contexts to select which type of log data is displayed in the Logs view and in the Reports
view.

You can select a predefined Log Data Context or create a Log Data Context. You can also define the selection of
columns for each Log Data Context.

O Tip

To view log entries for the SMC Appliance, select the SMC Appliance log data context in the Query
pane.

Related tasks
Create Log Data Context elements on page 261
Select log entry columns for Log Data Context elements on page 262

Create Log Data Context elements

The Log Data Context allows you to select which type of log data to display.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.

2) Click the Log Data Context drop-down list in the Query pane or in the Log Type section in the Report
Properties pane, Report Section properties, or Report Item properties. Then select New.

3) Enter a Name for the new Log Data Context.

Viewing and exporting logged data | 261



‘ Forcepoint Next Generation Firewall 6.8 | Product Guide

4) To add Filters to the Log Data Context, click Select.

E Note
4

Log Data Tags index Log Data. We recommend that you select a Log Data Tag as a Filter.

5) Click OK.

Related tasks
Use filters for browsing log entries on page 259
Select log entry columns for Log Data Context elements on page 262

Select log entry columns for Log Data Context
elements

You can edit the selection of columns that are displayed in a Log Data Context.

You can also save user-specific settings, save the updated column selection as the default settings, or reset the
columns to the default settings for each Log Data Context.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.

2) Verify that the Log Data Context is selected in the Query pane or Log Type section in the Report Properties
pane, Report Section properties, or Report ltem properties.

3) Select # Tools > Columns > Column Selection.
4) Add the columns that you want to be displayed, then click OK.

5) Save the current column selection:

= To save the column selection as your personal settings for the Log Data Context, select # Tools >
Columns > Save Your Local Settings.

m (Custom Log Data Contexts only) To save the column selection as the default settings for all
administrators, select & Tools > Columns > Save Default Settings.

= To discard changes to the column selection and revert to the previously saved default settings, select &
Tools > Columns > Reset to Default Settings.

Related tasks
Select columns in the log entry table on page 270
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Edit Log Data Context elements

You can change the name and edit the filters for a Log Data Context that you have created.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.
2) From the Log Data Context drop-down list, select Select.
3) Right-click the Log Data Context that you want to change, then select Properties.

4) Edit the properties, then click OK.

Related tasks
Use filters for browsing log entries on page 259

Analyze log, alert, and audit entries

The Log Analysis view provides various tools to analyze logs, alerts, and audit entries.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) SelectE Logs.

2) Select Analyze.

Related concepts
Log Analysis arrangement of the Logs view on page 256

Related tasks
Save snapshots of log, alert, and audit entries on page 264
View snapshots of log, alert, and audit entries on page 265

Sort log entries

By default, log entries are sorted according to their creation time. You can alternatively sort log entries according
to any other column heading.

Large numbers of logs can require significant resources to be sorted. The Log Analysis view can shorten your
selected time range if your current Query matches too many records to be efficiently sorted.

Viewing and exporting logged data | 263



‘ Forcepoint Next Generation Firewall 6.8 | Product Guide

E Note
| 4

The Current Events view is always sorted according to entry creation time. Sorting can only use
stored data, so any temporary data visible in the view is permanently lost if you change the sorting.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) SelectE Logs.
2) Select Analyze.

3) Click the column heading by which you want to sort the logs.
Depending on the column you click, the sort can take a while.

Save snapshots of log, alert, and audit entries

You can save snapshots of log, alert, and audit entries in the Log Analysis view.

The snapshots are saved on the Management Server, and are listed in the Monitoring view.
Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.

2) Select the entries for the snapshot.
You can select a maximum of 100000 entries.

3) Select Analyze.
4) Click ™ save.

5) Enter a name for the snapshot, then click OK.

Related concepts
Browsing log data on page 257

Related tasks
View snapshots of log, alert, and audit entries on page 265
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View snapshots of log, alert, and audit entries

The snapshots of log, alert, and audit entries are listed in the Monitoring view.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Browse to Other Elements > Monitoring Snapshots > Logs > Management Server.

3) Right-click a snapshot, then select Open.

Browse log entries on a timeline

You can skip around logs from different time periods using the timeline.

In the Records and Details view arrangements, part of the timeline is hidden by default. You can view the full
timeline by dragging its upper edge.

Depending on your selection, the timeline allows you to browse freely (the Automatic option) or stops when the
first or last entry within the specified time range is reached.

When you are browsing within a set time range, you cannot accidentally browse out of the time range set in the
Query pane. Square brackets are shown at each end to show the limits of the range.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Drag the arrowhead to browse.

®m The arrow also indicates the selected start position (from the beginning or the end of the time range).
®  The chart plots the number of matching entries over time.

Viewing temporary log entries

The Logs view has two operating modes. One mode shows a fixed time frame, the other is a stream of current
log entries, which also includes temporary entries.

In the normal mode, you can browse entries freely from any time period. When you activate the Current Events
mode by clicking » Play, the log entries update automatically to show the stream of log entries as they arrive at
the Log Servers. Typically, you must filter out some entries to keep the pace of the Current Events mode slow
enough that you can keep up with the entries.

The Current Events mode also displays temporary entries that are not stored on the Log Server (Transient log
entries and log entries that are pruned out before permanent storing) so you might see more logs than in the
normal mode. Temporary entries only exist within the current view and are permanently lost when the view is
refreshed or closed. The updates in the Current Events mode are automatically deactivated when you select an
entry or start browsing manually.
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E Note
| 4

Under some operating conditions, a small portion of log entries can arrive in mixed order. Because
the Current Events mode attempts to maintain a logical flow of events, out-of-sequence entries are
not shown. You might see a notification message if this happens.

Check Whois records for IP addresses in log
entries

To get more information about the source of traffic that triggered a log entry, you can look up the Whois record of
IP addresses in log entries.

The Whois record contains registration information and related contact details provided at the time of domain
registration. The contents of the Whois record vary depending on the information provided by the owner of the
domain or network segment. For IP addresses used by customers of an ISP, the information shown in the Whois
record is usually the ISP’s information.

The Whois information is queried from the relevant Regional Internet Registry (RIR). These registries include the
ARIN (American Registry for Internet Numbers), the RIPE NCC (Réseaux IP Européens Network Coordination
Centre), and the APNIC (Asia Pacific Network Information Centre). More information about the main RIRs can be
found at the following links:

®  ARIN at a glance: https://www.arin.net/about_us/overview.html
®m  RIPE Database: https://www.ripe.net/manage-ips-and-asns/db
®  About APNIC: https://www.apnic.net/about-APNIC/organization

The computer running the Management Client performs the Whois query. To be able to perform Whois queries,
the security policy applied on the computer running the Management Client must meet the following criteria:

®  DNS queries must be allowed so that the Management Client can resolve the relevant RIR server |IP address.
®  Opening TCP43 (Whois) connections must be allowed.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.

2) Right-click an IP address, then select Whois.

O Tip

You can also view the physical location of an IP address in Google Maps.

The Whois record for the IP address is displayed.

Related concepts
Monitoring connections using Geolocation elements on page 220
Geolocations and IP addresses in Google Maps on page 221
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Related tasks
View IP address locations from the Whois Information dialog box on page 222

Query McAfee ePO information in log entries

Query McAfee ePO information about IP addresses to get information about the hardware and software on client
computers.

Before you begin

A McAfee® Agent must be installed on the client computers.

You can query the following information about client computers:

® Hardware details

® Information about software that is running on the client computer, such as McAfee Agent
®  The status of Endpoint Protection products

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) SelectE Logs.

2) Right-click an IP address in a log entry, then select ePO Information on.
Information about the client computer is displayed.

Related tasks
Integrate McAfee ePO with Forcepoint NGFW on page 956
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Browse log and alert entries on the command
line of NGFW Engines

If you have saved copies of the most recent log and alert entries locally on the NGFW Engine, you can browse
the log and alert entries on the command line of the NGFW Engine.

Before you begin

Enable the storage of log entries on the NGFW Engine on the Advanced Settings > Log Handling
branch of the Engine Editor.

Browsing log and alert entries locally on the NGFW Engine allows you to quickly troubleshoot problems that are
specific to the location where the NGFW Engine is installed. You can browse log and alert entries even if the log
and alert entries have already been sent to the Log Server, or if the connection to the SMC is not available.

E Note
| 4

The root user and any other users who are allowed to access the NGFW Engine command line can
view the saved log and alert entries.

The log and alert files are stored in the /spool/log/archive directory on the NGFW Engine.

You can use the following filtering when you browse log and alert entries on the command line of the NGFW
Engine:

= Time range

Facility
IP address
m User name

Browsing log and alert entries on the command line of NGFW Engines has the following limitations:

= A limited number of log and alert entries are stored on the NGFW Engine for a limited time.

® In an environment with Master NGFW Engines and Virtual NGFW Engines, you can only browse log and
alert entries, including log and alert entries for Virtual NGFW Engines, locally on the command line of Master
NGFW Engines. You cannot browse log and alert entries locally on the command line of individual Virtual
NGFW Engines.

Steps

1) Connect to the command line of the NGFW Engine.

2) To view log and alert entries, enter commands in the following format:
sg-log-view [options]

For details about the options, see the information about Forcepoint NGFW Engine commands. To show
usage information on the command line of the NGFW Engine, enter the following command:

sg-log-view -h
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Related tasks
Configure log handling settings on page 667
Access the NGFW Engine command line on page 354

Related reference
Facility field values on page 1475

Changing how log entries are displayed

There are various ways in which you can customize how entries in the Log view are displayed.

Related concepts
Selecting the time zone for log browsing on page 269
Exporting data from the Logs view on page 271

Related tasks
Increase or decrease text size in log entries on page 269
Select columns in the log entry table on page 270

Increase or decrease text size in log entries

You can increase, decrease, and reset the text size in the Logs view.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) SelectE Logs.

2) Select # Tools > Text Size, then select an option.

Selecting the time zone for log browsing

The SMC and engines use universal time (UTC) internally. The times in the Logs view are changed to your
selected time zone as they are displayed.

By default, this time zone is the local time zone of the computer you are using. Changing the time zone does not
affect the actual time stamps of the log entries.

If the times in the log entries seem incorrect, verify that the time and time zone are set correctly in your operating
system, on the Management Server, and on all Log Servers.
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Select columns in the log entry table

You can select which columns are shown in the Logs view and customize how the columns are shown. You can
add and remove columns and change the order and width of columns.

You can save the column selection and their settings for each Log Data Context. You can also view subsets of
column information in the Fields pane.

You can arrange the columns in the following ways:

®  To change the order of the columns — Drag the column header to a different location.

®  To expand the column to the width of its contents — Double-click the column header.

m  To view a menu of actions for adjusting the column widths — Right-click a column header.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) SelectE Logs.
2) Select # Tools > Columns > Column Selection.

3) Select Add and Remove to include and exclude selected fields.
The Columns to Display list on the right shows your selections.

4) To organize selected fields on the Columns to Display list, select Up or Down.
Fields at the top are shown at the left of the log record table.

5) Click OK.

Related concepts
Using Log Data Context elements on page 261
Log entry fields on page 1459

Related tasks
View log entry details in the Fields pane on page 258

Tools for customizing the Logs view

To make logs easier to read, you can customize how the data is displayed in the Logs view.

The following options are available in the Tools menu:

®  Show Milliseconds — Shows milliseconds in the log creation time.

m Use Color Filters — Enables log entry highlighting. Different colors highlight different types of logs.
® Show Icons — Shows the icons of the elements.

You can resolve IP addresses, protocols, and senders as DNS names or SMC elements. Resolving affects the
view only and does not affect stored log data.

The following options for resolving are available in the Tools menu:
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Resolve Addresses by DNS — Enables IP address resolution using DNS.
Resolve Addresses by Elements — Enables IP address resolution using element definitions.

Resolve Senders — Enables the IP addresses of engines and SMC servers to be resolved using element
definitions.

E Note
| 4

IP address and port resolving works by comparing the information in the logs to internal and external
information sources. If the information available is incorrect or ambiguous, the result might not
reflect the actual hosts and services involved in the communications. For example, if a detail
matches two elements, the first match is displayed even if the other element was used in the
corresponding rule.

Exporting data from the Logs view

You can export log entries in various ways and formats.

Related tasks

Save elements, log data, reports, and statistics on page 273
Copy log entries in CSV format on page 271

Export log entries on page 271

Export IPS traffic recordings on page 272

Copy log entries in CSV format

Log, alert, and audit data can be copied directly from the Logs view, then pasted in comma-separated values
(CSV) format.

For a limited number of entries, a simple copy and paste is the quickest export method.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

Select E Logs.

Highlight the rows you want to copy, then copy and paste them to the other application, for example a
spreadsheet application.

The entries are copied with the column titles.

Export log entries

Log, alert, and audit data can be exported directly from the Logs view. Use the export command for large
numbers of entries.

To schedule export tasks that are executed automatically, use the Log Data Tasks tool to export logs instead.
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To export the data in a human-readable format, we recommend saving the entries in a .pdf or .html file instead.
You can use this option when the exported data does not need further processing.

If you have defined an export banner, the text of the banner is added at the beginning of each exported HTML file
to indicate that the export contains sensitive or classified data.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select E Logs.

2) (Optional) To export only some of the entries that match your current Query, select some rows in the Records
arrangement.

3) Right-click one of the entries, then select Export > Export Log Events.
4) Configure the settings, then click OK.

Result

The Task Status pane opens and shows the progress of the export.

Related concepts
Log data management and how it works on page 1261

Related tasks

Create export banners on page 110

Save elements, log data, reports, and statistics on page 273
Export IPS traffic recordings on page 272

Edit Log Server configuration parameters on page 447

Export IPS traffic recordings

You can set IPS Inspection rules to record network traffic as a logging option in both the Exceptions and the
Rules tree.

These recordings are stored on the Log Servers. Recordings generated by the Excerpt option are shown directly
in the Logs view. Longer recordings, however, are meant to be viewed in an external application and are not
directly viewable.

() Tip

To display the Hex pane, select = Menu > View > Panels > Hex.

To view the recording, you can:
m Retrieve the recording through the log entry.
m Define a Task for exporting IPS recordings.
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

Select E Logs.

Highlight the rows that are associated with recordings.

E Note
4

To browse for more entries that have a recording, change the selection in the Fields pane to
Full Capture. (This selection is available when an entry that has an associated recording is
selected.) The Record ID field is displayed with an identification number for entries that are
associated with a recording.

Right-click a selected entry, then select Export > Export IPS Recordings.

From the File Export Format drop-down list, select the file format.

Select where to export the file.

Specify what happens when a previous file with the same name exists in the same folder.

Click OK.
The Task Status pane opens and shows the progress of the export.

Related concepts
Inspection Policy elements and how they work on page 839

Related tasks
Export log entries on page 271
Create an Export Log Task on page 1271

Save data in PDF or HTML format

You can save lists of elements, logged data, reports, statistics, and diagrams in PDF format or as HTML. You can
customize the format of the PDF files.

Save elements, log data, reports, and statistics

You can save lists of elements, logged data, reports, statistics, and diagrams in PDF format or as HTML.

If you have defined an export banner, the text of the banner is added at the beginning of each exported HTML file
to indicate that the export contains sensitive or classified data.
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E Note
| 4

Export banners are not added to log data that is exported or forwarded.

For exports in PDF, you can modify the style template to indicate that the export contains sensitive or classified
data.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) In most elements and views, select = Menu > File > Print.

Related tasks
Create export banners on page 110

Use style templates in PDFs

You can use the background style templates when saving as PDF. You can use the templates in the Management
Client and the Web Portal as permitted by account permissions and Domain boundaries.

The style template is a standard PDF file you create with some or all of the following elements:

®  One or more cover pages that are attached to the printed PDF before the content pages.

= A content page background with a header and footer. The height of the header and footer can be adjusted.
The same single page is used as the background for all content pages.

= One or more trailing pages that are attached to the printed PDF after the content pages.
= Your PDF template file can contain pages that you do not want to use. These pages are ignored.

®m A one-page PDF file is used as a content page. Your PDF template file must contain at least two pages if you
want to add cover and trailing pages.

You can create the template, for example, by creating a suitable document in a word processor and saving it as
a PDF. Design separate templates for the different page sizes (A3, A4, A5, or Letter) and orientations (portrait or
landscape) you anticipate using.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Create a PDF file that contains a template page for the content and optionally one or more cover and trailing
pages.

2) Open the Print to or Print Elements to dialog box, for example, by right-clicking a log entry and selecting
Print.

3) Under Page Setup, select New from the Style Template list.
4) Enter a unique Name for the new Style Template.

5) Click Browse and select the PDF file you want to use as a template.
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6) Select how the pages are used:

® (Optional) The Front Pages from are inserted before the content pages without modifications. Fill in just
the first field for a single-sheet front page.

® The Content Page is used as the background for all pages that have system-generated content.

® The Header Height and Footer Height define how much space (in millimeters) is left between the top
and bottom of the page, and the first or last line of content. This setting prevents the generated content
from overlapping text or graphics on your content page.

m (Optional) The Back Pages from are inserted after the content pages without modifications. Fill in just the
first field for a single-sheet trailing page.

O Tip

You can use the same pages for different roles. For example, you can select the same page
as a content page and a back page to add an empty page at the end of the PDF. The PDF
template file must have at least two pages, even if you only use one of the pages.

7) Click OK.

Manage PDF style templates

You can change PDF style template settings and delete templates you no longer need.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Open the Print to dialog box by, for example, right-clicking a log entry, then selecting Print.
2) Under Page Setup, select Select from the Style Template list.

3) Right-click a Style Template, then select an action from the right-click menu. You can Select the selected
Style Template or select Properties to adjust the template settings. You can also select Copy to copy the
template name or New Style Template to create a new style template.

Create rules from log entries

You can use log entry details to generate new rules.

To convert a log entry to a rule, the log entry must be created based on a rule (the entry contains a rule tag).
Creating a rule this way allows you to make quick exceptions to the current policy. You can create the following
types of rules:

= Arule that allows a connection from an entry that logs stopped traffic
® A rule that stops a connection from an entry that logs allowed traffic
® A rule that changes the log level or stops the logging of matching connections
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

Select E Logs.

Highlight the rows you want to include in the operation. You can select multiple log entries to create several
rules in the same operation.

E Note
4

Do not include incompatible entries in the selection:

® [f you select multiple log entries, the Sender of all entries must be the same component.

® All selected entries must have a value in the Rule Tag field. (Entries must be created by
rules in a policy.)

Right-click a selected log entry. Under Create Rule, select an option.

E Note
4

The selection determines how the handling of matching connections is changed.

(Optional) Click Select, then change to the policy where the new rule is added. (For example, you can insert
the rule in a subpolicy instead of the main policy.)

(Optional) Edit the Comment.
The comment is added to the rule’s Comment cell.

Select the Action. All actions create the displayed rules at the beginning of the first insert point in the
selected policy. You can also optionally install the policy with the new rule or open the policy for editing (with
the new rule highlighted for you).

E Note
4

You cannot edit the rule in this dialog box. To edit the rule, select Add Rules and Edit the
Policy.

Click OK.

Related concepts
The different parts of the policy editing view on page 849

Related tasks
Install policies on page 786
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Chapter 15

Reports

Getting started with reports on page 277
Restricting a report's scope on page 279
Designing reports on page 280
Generate and view reports on page 288
Exporting reports on page 294

Example of reports on page 298

Reports are summaries of logs and statistics that allow you to combine large amounts of data into an easily viewable

form.

You can process data from logs and engine statistics and generate easy-to-read diagrams, charts, and tables. The
reports you generate are based on a Report Design. A Report Design can be a predefined design, a predefined design
that you modify, or a custom design that you create.

Getting started with reports

The Management Client provides extensive reporting tools for generating reports on information stored in the
SMC. The summaries that make up the reports can be illustrated with different types of charts and tables.

Reports allow you to gather and visualize data in an easy-to-read format that provides an overview of what is
happening in the network and that you can customize. Reports are configured and generated in the Monitoring
view. You can view reports as graphs, charts, tables, and geolocation maps.

You can generate reports based on two types of runtime data:

® Log data — Consists of distinct events (for example, a connection opening or closing). It contains all details
about each event including the exact time when the event occurred. Log data can be filtered granularly, but
running statistics from the raw logs can be slow, especially when using a long data period.

m  Counter data — Consists of pre-processed summaries of statistics that are based on sums or averages of
events or traffic units within a certain period. Counter data that is older than an hour is consolidated by the
hour. Counter items produce statistics quickly, even for long periods of data, but they can only be filtered by
sender.

You can create reports on log, alert, and audit entries and statistical monitoring information.

You can generate reports based on predefined Report Designs and Report Sections or on Report Designs that
you have created yourself. You can use your own Style Template for PDF creation to give the reports a unified
corporate look.

You can view the reports in the Management Client and in the Web Portal.

You can export reports in PDF, HTML, or plain text format, so that the files can be printed and shared. You can
also directly email reports as they are generated.

Various ready-made Report Designs are provided. You can customize the existing templates or design new
reports to meet your needs.
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In addition to creating and generating reports based on Report Designs, you can also quickly create reports in the
Logs view, in the Log Analysis arrangement, for example.

To provide auditing information in compliance with regulatory standards, you can generate a purpose-built
System Summary report that summarizes elements, administrators, policies, and other details about system
configuration and events.

Related concepts
Statistics arrangement of the Logs view on page 254

How reports are constructed

Reports are summaries of log data and statistical monitoring information. Reports consist of Report Items, Report
Sections, and Report Designs.

The following illustration shows their relationships.

Reporting objects and elements

(Report Design ]

( Report Design )

-
_—
—
—( Report Section )7 —( Report Section j—
f\/
Report Item l Report Item l l Report Item l | Report Item '
o Y o Y

The Report Design is the main container for a particular type of report. The Report Designs are used as the basis
for Report Tasks that generate the reports that you can view.

The Report Design consists of one or more Report Sections. A Report Section defines parameters for all items
within it. It mainly defines how the information is displayed, such as the type of chart and the number of top items
shown. Each Report Section in the Report Design creates a separate chart and table in the generated report.

Each Report Section contains one or more Report ltems. Each Report ltem represents a way to summarize the
data. For example, a Report Item might summarize the total number of connections counted between the start
and end times defined for the task that generates the report.
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Each item adds specific information to the chart or table that the Report Section generates. For example, the
items, total traffic volume, sent traffic volume, and received traffic volume, are shown as separate lines on the
curve chart that the Report Section generates.

Report configuration overview

Reports consist of Report Designs that include relevant sections and items.

Follow these general steps to create and generate reports:

1) Customize an existing Report Design or create a new Report Design.
2) Customize or add Report Sections or ltems.

3) Generate the report.

Related concepts
Designing reports on page 280
Defining what Report Sections to use in a Report on page 283

Related tasks
Generate and view reports on page 288

Restricting a report's scope

There are various tools you can use to focus the scope of your Reports.

Data filters for reports

Filters are the main tool for increasing the granularity of reports.

The Report Items define some general criteria for selecting data. For example, you can produce a report of
connections by source IP address. Defining general criteria is a good way to get an overview, but in many cases,
you want more specific information.

For example, a general item such as the total number of logged connections can be made much more specific.
To make this item more specific, apply a filter that matches a single pair of source and destination IP addresses.
The filter only counts connections between these two hosts.

Only log-based raw data is suitable for log filters. Counter Statistics Data items use pre-counted statistical data
instead of logs, so most log data filters cannot be used with Counter Statistics Report Items. You can only filter
Counter Statistics Report Items by sender (the component that generated the statistics).

You can define a filter at one or more of the following levels:

1) Report Task — Applies to the single report produced by a particular task or to all reports produced by a task
that is scheduled to run regularly.
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2) Report Design — Applies to all reports produced using the Report Design.
3) Report Section — Applies to all items included in the section.

4) Report Item — Applies to that specific item only.

If filters are applied at several of these levels, all filters are applied and the log entries are filtered top-down in the
order listed. Each filtering stage completely excludes non-matching log entries for the stage in which the filter is
applied and all further stages. For example, select the filter, TCP destination port 80, for a Report Section. Then,
all items in that section only process information in log entries that mention TCP destination port 80.

Reports within administrative Domains

If there are administrative Domains configured, the reports are Domain-specific.

While logged on to a Domain, you can only create reports concerning the components that belong to that
Domain. If you are allowed to log on to the Shared Domain and have unrestricted permissions, you can create
Reports concerning components in any Domain.

The Reports created in the Shared Domain are visible to administrators in all other Domains. If the reports
contain sensitive data that must not be displayed to all administrators in all Domains, create the reports in a
specific Domain.

Related concepts
Getting started with Domain elements on page 411

Reporting on the configuration database and
audit logs

While other reports are based on logs and statistics, the System Report is based on information collected from
the Management Server’s configuration database and audit logs.

The report includes details like administrator and Web Portal user activity, account settings, configuration of and
changes to the Firewall and IPS engines, and configuration of the Management Server.

The report can help you provide the required data for auditing in compliance with regulations, such as the
Payment Card Industry (PCI) Data Security Standard.

The report is generated, exported, and edited in the same way as other types of reports. The only difference is
the content of the report.

Designing reports

Report Designs determine how to process the data and how the results are displayed.

They can also determine which template is used for PDF exports and which charts appear on them. Ready-made
Report Designs serve as a useful guide for constructing your own Report Designs. You can also create custom
Report Designs.
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Report Design

I'=\ Daily threat summary

Daily threat summary

Summary of detected attacks, anomali

Executive summary

HOB e B

ther suspicious traffic

An organisation’s ability to identify atta ys equal to their ability to respond to and attack. Detai
led findings are provided throughout th ith specific incident descriptions and risk assessment

toillustrate some of the challenges faced

rganizations today.

Attack summary

Record amounts per event category

Attacks over time

E Top succesful attacks

List of successful attacks
Successful attack details
Top attempted attacks
List of attempted attacks.

Attack details

E Top attackers
Shows top 20 attacker IP addresses
Y Attacks or Successful Attacks

Top attacker locations
Top 100 attackers geographically located

L Y Attacks or Successful Attacks

E Successful attacks Y Successful Attacks
EI Attacks Y Attacks

E Suspected attacks Y Suspected Attacks
B Records with anomalies Y Anomalies

E|Successful Attacks Y Successful Attacks

Detected attacks and successful attacks over time. & Attacks Y Attacks

E|Records bysituation Y Successful Attacks

Top succesfully attacked IP:s and ports per attack. | Records bysituation, dst IP ... ¥ Successful Attz

E| Records bysituation Y Attacks

Top attempted attacked IP:s and ports per attack ﬂ Records by situation, dst IP & port Y Attacks

ﬂ Records by attacker IP

EI Records by attacker IP

'S

Report Properties X

Name:

[ Daily threat summary |

Comment:

[ Summary of detected attacks, anomalies and other st ’

Filter:
| @ -
C~ e

Compare With: [

Period:

0 ] ‘Perio__ v ‘

Time Resolution: ‘ Estimated by section v ‘

IP Resolving: [ Network Elements
Oons
Expiration: 10 | DAYS
[ Never Expire
Log Type: | B Al Log Data v |
Style Template: ‘ B Default Template v |

1 Report overview
2 Heading Section
3 Report Sections

4 Properties of the selected element

There are several ways to create Report Designs. Although you can start by defining a new empty Report
Design, it is often easier to use one of the predefined Report Designs as a template. The comments in the
properties of predefined Report Designs and Sections explain their general purpose.

The Report Design properties specify, for example, the time period for the report. You can define a period
comparison for the Report Design. This feature allows you to compare values between two identical time periods.
For example, if the time period is one week, you can compare the results for this week to the results from the

previous week.

Related tasks

Modify Report Design elements on page 282
Create Report Design elements on page 282
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Modify Report Design elements

If you have an existing Report Design, you can add or remove sections or items.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Monitoring.
2) Browse to Reports > Design.
3) Right-click the Report Design that you want to edit, then select Edit Report Design.

4) After making your changes, click ™ Save or select # Tools > Save As.

Related tasks
Create Report Design elements on page 282

Create Report Design elements

First you create a Report Design, then you add items to it.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Monitoring.

2) Browse to Reports > Design.

3) Right-click Design, then select New Report Design.

4) Select a template for the new Report Design, then click OK.
5) Enter a name for the new Report Design.

6) (Optional) Select a Filter.

E Note
4

When you generate a report, all filters defined in the report task properties, in the Report
Design, Report Sections, and individual Report Items are used to filter the data. If the filters do
not intersect, empty Report Sections might be generated in the report.

7) Adjust the other properties as needed.

8) Click ™ Save or select # Tools > Save As.
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Related concepts

Using Log Data Context elements on page 261

Defining what Report Sections to use in a Report on page 283
Creating and editing local filters on page 303

Defining what Report Sections to use in a
Report

A Report Design consists of one or more Report Sections, which define parameters for all Report Items. You can
modify and create Report Sections in a Report Design.

Each Report Section in the Report Design creates a separate chart or table (or both) in the generated report.

O Tip

To browse and edit predefined Report Sections, select #. Configuration, then browse to
Monitoring > Reports > Sections.

Q T

You can create customized report sections from the Statistics arrangement of the Logs view.

Customize Report Sections and ltems

You can add predefined Report Sections to your Report Design and then modify their contents and properties
according to your needs.

O Tip

Use Heading Sections that contain a description to group the different Report Sections.

A Report Section represents a collection of Report Items in reports. Each Report Section adds a separate
summary (chart or table) to the report. Depending on the summary type, the summary can be presented in one or
more of the following ways:

® Bar chart

®  Stacked bar chart

®  Curve chart

m  Stacked curve chart
® Pie chart

m  Geolocation map

= Table

The available types of Report Section summaries are explained in the following table.
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Summary types
Summary type Description Visualization
Progress lllustrates how events are spread out within the reporting A bar chart, stacked bar
period. This summary type is useful for finding trends in the | chart, curve chart, or stacked
data. curve chart.

Example: A line chart showing the volume of traffic during a
24-hour period.

Top Rate lllustrates events with the highest occurrences. This A bar chart, a pie chart, or
summary type is useful for highlighting the most common a geolocation map. A bar
values in the data. chart is more suitable for
Example: A bar chart showing the number of connections displaying many top rates,
to the five IP addresses that have received the most whereas a pie chart is better
connections yesterday. at illustrating the relative

proportions. A geolocation
map shows the distribution
of events according to
physical location.

The first Report Item in a top rate summary section

must have a sorting criteria “by X” (for example, allowed
connections by source IP address). The sorting criteria is
applied to all items in the section for ranking the top rates.

Summary Table A simple table for displaying the exact event counts. A table.
This summary type is useful for providing data for further
processing, for example, in a spreadsheet application.

System Summarizes current configuration information in the A table.
Information Management Server’s internal database.

Example: A listing of all engines with the software versions,
names of the currently installed policies, and the latest
policy upload times.

A Report Item represents a value that you want counted in log data or statistical monitoring information. (Allowed
traffic in bits or the number of allowed connections are examples of values that can be counted.)

The data for the Report ltems is generated in the following ways:

® A simple count of how many log entries have a certain value within the reporting period. For example, the
Allowed Connections Report Item counts the log entries that have the value Allowed in the Action field. A
simple count is how the results for most Report Items are summed.

® A count of how many log entries have a certain value within the reporting period grouped “by X” criteria.
For example, Allowed connections by source IP address presents a chart for an adjustable number of IP
addresses that have the most allowed connections within the reporting period.

®  Sums or averages of traffic volumes in log entries for Report Items of the “traffic” type (for example, Allowed
traffic). Access rules that have the accounting option enabled in the Firewall Policy generate the data for
“traffic” items. Interface statistics often provide more accurate total volumes, since accounting (and logging in
general) is not active for all rules.

® Values stored in the Management Server’s database for System Information items. The statistical data is
pre-summarized. It is not as detailed as the monitoring statistics displayed in the Home view and cannot be
filtered in detail like the log data.

Related concepts
Data filters for reports on page 279
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Related tasks
Modify Report Sections on page 285
Create Report Sections on page 286

Modify Report Sections

You can add predefined Report Sections to your Report Design, then edit their contents and properties according
to your needs.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.
2) Browse to Reports > Design.
3) Right-click the Report Design that you want to edit, then select Edit Report Design.

4) Select the section in the Report Design.
The section properties are displayed in the Section Properties pane.

5) Edit the section properties.

6) (Optional) Group Sections under a Heading Section.
a) Right-click a Section that you want to add to a group, then select Move to New Heading Section.

b) In the Section Properties pane, enter a name and optionally a description for the group of Sections.

7) (Optional) To change the order of the Sections or to add more Sections under a Heading Section, drag them
to the order you want.

8) Click ™ Save or select # Tools > Save As.

Related concepts
Using Log Data Context elements on page 261
Creating filters on page 300

Related tasks
Create Report Sections on page 286
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Create Report Sections

You can create new Report Sections in a Report Design.
Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.

2) Browse to Reports > Design.

3) Right-click the Report Design that you want to edit, then select Edit Report Design.
4) Right-click in the Report Design, then select Add New Section.

5) Select a section from the list.

E Note
4

If you cannot find an appropriate section in the list, select Select, then select a section in the
Select Section dialog box. If you want to add a section based on a statistical item, select
Create from Item, then select an item from the Select Iltem dialog box.

The new section is added to the Report Design and the background of the new section is highlighted.
6) Modify the section properties.

7) Click ™ Save or select # Tools > Save As.

Related tasks
Modify Report Sections on page 285

Create and modify Report ltems

You can add and edit statistical items in Report Sections.

Statistical items count the following types of data:
® Log entries (referred to as records in the item names)

® Summaries of some log fields included in those entries (such as traffic volumes in log data that contains
accounting information)

m  Gathered statistical data (counter items)

®  System information to summarize current configuration information in the Management Server’s internal
database

Reports | 286



‘ Forcepoint Next Generation Firewall 6.8 | Product Guide

Add Report Items

You can add Items to a Report Section.
Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.

2) Browse to Reports > Design.

3) Right-click the Report Design that you want to edit, then select Edit Report Design.
4) Select the Report Section to which you want to add ltems.

5) In the Section Properties pane, click Iltems.

6) Select Add > Add Item, then select the ltems to add.

O Tip

You can add one nested Item under the first Item. Select Add > Add Secondary Item, then
select the Item to add. The Item is nested in the generated Report.

7) Click OK.

Related tasks
Modify Report Items on page 287

Modify Report Items

You can modify Items that are included in a Report Section.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.

2) Browse to Reports > Design.

3) Right-click the Report Design that you want to edit, then select Edit Report Design.
4) Select the Report Section in which you want to modify the ltem selection.

5) In the Report Properties pane, click Items.

6) Right-click the item that you want to modify, then select Properties.
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7) Modify the Item properties.

8) To save the changes to the Item properties, click OK.

9) (Optional) To change the order of the added Items, drag and drop them.
10)  Click OK.

11)  Click ™ Save or select # Tools > Save As.

Related concepts
Using Log Data Context elements on page 261

Generate and view reports

Reports are generated from the Report Designs that are under the Reports tree of the Monitoring Configuration
view.

When you generate a report, the Management Server sends the task to all Log Servers that are not excluded
from processing. The task’s progress and possible errors are shown next to the task under the selected Report
Design.

Each Log Server processes the task and returns the summary data for each Report Section. The Management
Server merges the data from the Log Servers into one report. If one of the selected Log Servers cannot be
contacted for any reason, the execution of the task is delayed until the Log Server becomes available.

Related concepts
Designing reports on page 280

Related tasks
Generate reports on page 288
View reports on page 292

Generate reports

After you have created your Report Design, you can set the time period that you want details about, then
generate your report.

E Note
| 4

When you generate a report, all filters defined in the report task properties, in the Report Design,
Report Sections, and individual Report Items are used to filter the data. If the filters do not match
any data, empty Report Sections might be generated in the report.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.
2) Browse to Reports > Design.

3) Right-click a Report Design, then select Start.

4) Select options to define how to generate the report.

5) Click OK.

Related tasks

Define report tasks on page 289

Cancel ongoing report tasks on page 292
View reports on page 292

Define report tasks

You can set the task to be repeated daily, and also set the output format for the task.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Browse to Reports > Design.

3) Right-click a Report Design, then select Start.

4) Click the Task tab.

5) Select how often you want to Repeat the report generation.
The time period selected in the Report Design determines the available choices.

6) (Optional) Select a Category.

7) Select one or more outputs to be produced directly.

E Note
4

To view the report before deciding if you want to process it further, leave only Store Report
selected.
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m Text Export/PDF Export/HTML Export — The report is stored as a text, PDF, or HTML file on the
Management Server in the <installation directory>/data/reports/files/<Report Design name>/ directory.
The report is named according to the time range chosen.

E Note
4

If you installed the Management Server in the C:\Program Files\Forcepoint\SMC directory
in Windows, some program data might be stored in the C:\ProgramData\Forcepoint\SMC
directory.

m Post Process — The report is generated according to options chosen and then a script is started. By
default, the script is SgPostProcessReport.bat, which is in the <installation directory>/data/reports/bin
directory on the Management Server.

8) (Optional) Enter the E-mail Address to which the completed report is sent directly as email. Separate
addresses with commas.

E Note
4

The SMTP server for sending reports must be defined in the Management Server’s properties.

9) (PDF exports only) Select a Style Template. If you use the default Style Template, you can select whether
to create a portrait or landscape PDF. If you use a customized template, the orientation is defined in the
template.

Related concepts
Tab-delimited text report files on page 296

Related tasks

Use style templates in PDFs on page 274

Select data sources for reports on page 291

View reports on page 292

Modify Management Server elements on page 463

Post-processing report files

You can customize reports by post processing them as part of the Report Task.

Post-processing runs the <installation directory>/data/reports/bin/sgPostProcessReport script on the
Management Server and passes command arguments to the script. The following table explains the possible
command arguments.

Command arguments for post-processing reports

Command argument Explanation

-creation_time YYYY/MM/DD hh:mm:ss The report creation time.

-filter_categ name The category assigned to the task filter.
-filter _name filter The name of the filter assigned to the task.
-html_file filename The file name of a report exported as HTML.
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Command argument Explanation

-pdf_file filename The file name of a report exported as PDF.

-period_begin YYYY/MM/DD hh:mm:ss The begin time of the reporting period.

-period_end YYYY/MM/DD hh:mm:ss The end time of the reporting period.

-report_categ name The category assigned to the report (and to the report
file).

-report_file_title title The title of the report file.

-report_name name The name of the report.

-text_file filename The file name of a report exported as plain text.

The script parses the values from the command arguments to use the values for post-processing. Only
parameters that have a defined value are forwarded to the post-processing script.

When a parameter has multiple values, each of the values is forwarded as a separate command argument.

Example of using multiple values

When the report has the two categories “Example Corporation” and “weekly report”, these values are forwarded
to the script as -report_categ Example Corporation and -report_categ weekly report.

Select data sources for reports

By default, the Management and Log Servers are selected as data sources, but you can select the source of your
choosing.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Browse to Reports > Design.

3) Right-click a Report Design, then select Start.

4) Click the Storage tab.

5) Select the data storage type:
m Default — The Management Servers and Log Servers are used as the data sources.
® Primary archive — Archived data is used as the data source.
® Custom — A combination of archived data and data provided by the Management and Log Servers is

used as the data source.

6) Select the Management Servers and Log Servers from which you want to include data in the report.

7) To start generating the report, click OK.
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Related tasks
View reports on page 292

Cancel ongoing report tasks

If the report you are generating includes large amounts of data, generating the report can take a long time.

This situation might result when, for example, the time frame is wide and the data filter in use does not restrict the
data sources.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Browse to Reports > History.

3) Right-click the task you want to cancel, then select Abort or Delete.

= Aborted tasks can be edited and restarted by double-clicking them.
m Deleted tasks are permanently removed.

View reports

After you generate a report, it is available for viewing in the Reports view.

A report might be automatically deleted according to the expiration setting defined in the Report Design. If you
want to keep a generated report permanently, we recommend exporting it.

Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.

2) Browse to Reports > History.
The created reports are automatically grouped according to their creation date.

3) To group reports by date or design, select & Tools > Organize By > By Date or # Tools > Organize By >
By Design.
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4) Double-click the report you want to view.

O Tip

If you want to see the data of a report section in table format, right-click the section, then select
Show Table. The table is added to the section.

The contents of the report are shown.

Related concepts
Exporting reports on page 294

Change the properties of generated reports

You can change the Category and expiration time of a report.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.

2) Browse to Reports > History.

3) Right-click the title of the report you want to change, then select Properties.
4) (Optional) Select a Category.

5) (Optional) To change the time when the report is automatically deleted, change the value in the Expiration
field. To delete the report yourself, select Never.

6) Click OK.

Related concepts
How Categories help you view only certain elements on page 180
Exporting reports on page 294

Related tasks
Generate and view reports on page 288
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Exporting reports

You can export PDF, HTML, and text reports manually for previously generated reports or automatically when
generating the report.

Automatically exported files can be automatically sent out as email or saved in the <installation directory>/data/
reports/files/report_design/ directory on the Management Server.

The report files are named according to the report’s time range as follows:
startdate_starttime_enddate_endtime_N, where N is a sequential number (starting from 1) that identifies files
from the same time range.

Example report file name

20150423 100000 20150424 180000_1.txt is the first text report generated for the time range from 23 April
2015 10:00:00 to 24 April 2015 18:00:00.

Related tasks
Generate and view reports on page 288

Export reports as PDF files

When you export a report file as a PDF file, a default template is automatically used for the report.

You can also import a Style Template for the report you are about to export.

E Note
| 4

After exporting, check the result. If the report text or charts are placed on top of your template
background, you might need to adjust the headers and footers in your template.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Expand the Reports branch, then select History.

3) Double-click the report you want to export.
The report opens.

4) Select what part of the report to export:
®m  To export the whole report — Select = Menu > File > Print.
®  To export a section of the report — Right-click the section, then select Print section.

5) Select PDF as the Format.

6) Select a printing option:
= To open the PDF in your default PDF reader — Select Print to PDF reader.
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7)

8)

®  To save the PDF — Select Print to File, then browse to the location where you want to save the file.

(Optional) Select the Style Template.

If you use the default Style Template, you can select whether to create a portrait or landscape PDF. If you
use a customized template, the orientation is defined in the template.

Click OK.
The PDF is generated.

Related tasks
Use style templates in PDFs on page 274
Generate and view reports on page 288

Export reports as HTML files

When you export a report as an HTML file, a default template is automatically used as the background for the
report.

If you have defined an export banner, the text of the banner is added at the beginning of the HTML file to indicate
that the export contains sensitive or classified data.

Steps © For more details about the product and how to configure features, click Help or press F1.

1)
2)

3)

4)

5)

6)

7)

Select ©. Configuration, then browse to Monitoring.
Expand the Reports branch, then select History.

Double-click the report you want to export.
The report opens.

Select what part of the report to export:
= To export the whole report — Select = Menu > File > Print.
= To export a section of the report — Right-click the section, then select Print section.

Select HTML as the Format.
Click Browse, then select where you want to save the HTML files.

Click OK.
The HTML files are saved in the defined location. The HTML report opens in your default web browser.

Related tasks
Generate and view reports on page 288
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Export reports as tab-delimited text files

You can export a plain text file, without any formatting.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Monitoring.

2) Expand the Reports branch, then select History.

3) Double-click the report you want to export.

4) Select what part of the report to export:

®  To export the whole report — Select = Menu > File > Print.

®  To export a section of the report — Right-click the section, then select Print section.

5) Select TXT as the Format.

6) Click Browse, then select where you want to save the file.

7) Click OK.

Tab-delimited text report files

Tab-delimited text files can be used for further processing.

The tab-delimited text files contain the statistics in tabulated tables. The tab characters and the operating
environment-specific line endings delimit the text.

Structure of a tab-delimited text report file

Line no. File content Description

1 <report title>, <start time> - <end time> Start and end time define the reporting period
in format YYYY/MM/DD hh:mm:ss.

2 <empty line>

3 <section content for each section> Each section of the report follows the format

described in the following table.

Section content

Description

1 <section name>[; <section comment>] Optional section comment with a leading
semicolon (;) might follow the section name.

2 <empty line>

3 <section data> | “No data” Section data follows the format described in

the following table. If the section contains no
data, the text “No data” is displayed instead.
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Line no. Section content Description

Section's last | <empty line>
line

Section data content Description

1 <table heading> Tab delimited column labels. Some columns
might not have a label, and labels might be
padded with trailing spaces.

2 <empty line>

3 <table rows> Tab delimited values. Value in any given
column can be empty. The column values are
not padded.

Section data's | <empty line>
last line

Email reports

Reports can be emailed as soon as they are generated.

Before you begin

Define the SMTP server settings in the Management Server’s properties.

Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Browse to Reports > Design.

3) Right-click a Report Design, then select Start.

4) Click the Task tab.

5) Enter an email address in the E-mail Address.
To enter multiple email addresses, separate them with commas.

6) Click OK.

Related tasks
Modify Management Server elements on page 463
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Example of reports

The example illustrates a common use for reports and general steps on how the scenario in question is
configured.

Example: Identifying a disruptive internal user

An example of administrators looking for a specific trend in network activity to identify a specific user.

Administrators at Company A notice that downloads have gone up dramatically over the past week. They suspect
that there might be an individual user that is excessively downloading files from the Internet. To confirm their
suspicions, the Administrators decide to run a report that shows them who has used the most bandwidth in the
network.

The administrators take the following steps:

1)

2)

3)

4)

5)

6)

Activate Log Accounting Information for each rule that allows connections from internal hosts to the Internet
and install the policy. (Incoming connections to internal workstations are not allowed.)

Wait for a full workday for the logs with accounting information to be generated.

Create a filter that matches the IP address space of regular workstations as the source address and any
external IP addresses as the destination address.

Create a Report Design based on the Firewall Daily summary and attach the filter created in the previous
step to the Report Design.

Increase the “Top Limit” value for the section “Traffic by src. IP” to see more results.

Generate a report for the previous day to check the traffic volumes for the top hosts.
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Filtering data

m  Getting started with filtering data on page 299
m  Creating filters on page 300

®  Organizing Filter elements on page 310

®  Examples of filters on page 312

Filters allow you to select data based on values that it contains. Most frequently, you use filters when viewing logs, but
filters can also be used for other tasks, such as exporting logs and selecting data for reports.

Getting started with filtering data

Network traffic can generate a large amount of log data. You can use filters to select data for many operations
such as viewing log entries in the Logs view or generating statistical reports.

Related concepts

Getting started with the Logs view on page 249
Creating filters on page 300

Organizing Filter elements on page 310

Related tasks
Use filters for browsing log entries on page 259

What filters do

Filters allow you to efficiently manage the large amounts of data that the system generates. Filters select entries
by comparing values defined in the Filter to each data entry included in the filtering operation. The operation can
use the filter to either include or exclude matching data.

You can use filters for selecting data in the following tasks:

Browsing logs, alerts, and audit data.
Browsing in all session monitoring views.
Creating reports.

Selecting which logs administrators who have restricted accounts or Web Portal User accounts are allowed to
view.

Defining how logs are highlighted in the Logs view.
Forwarding logs to external third-party devices.
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®  Forwarding audit data to external third-party devices.

® Browsing which IP addresses, ports, and protocols are on the engines’ blacklists.
®  Pruning log data.

m  Exporting and deleting log data and alerts.

m Creating Correlation Situations to analyze engine and Log Server events.

Filter types

There are two types of filters in the Management Client: local and permanent filters.

® Local filters are specific to a view or an element. You cannot use a local filter anywhere else in the
Management Client.

®  Permanent Filter elements, which you can use anywhere in the Management Client. There are predefined
permanent Filters. You can also create new permanent Filters.

How filters are created

You can create filters in four basic ways.

® Based on criteria you define — You can create a local filter or permanent Filter element, and define filtering
criteria in the Filter properties.

® Based on other Filters — You can create a copy of a Filter element or copy-and-paste parts of filters to other
filters.

®m Based on existing log entries — You can create local filters in Monitoring views where you can view logs, then
save them as permanent Filter elements.

m Based on element configuration — Some local filters are created automatically by your selections in specific
views or elements.

You cannot edit the predefined Filters, but you can create editable copies. Filter elements can be imported and
updated when you activate new dynamic update packages, so the selection and names of predefined filters can
change.

The default Filter elements are in the System Elements Category and have the Tags System or Correlation (for
filters used in Correlation Situations).

Creating filters

You can create local filters that are specific to an element or view, then save them as permanent Filter elements
to use globally.

Related concepts
Creating and editing local filters on page 303

Related tasks
Create or edit Filter elements on page 306
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Basics of constructing filters

You construct filters using fields, values of the fields, and operations.

Filters are constructed from the following parts:

®  The fields that you want to match in the data (for example, there are separate fields for source IP address and
port in logs). You can filter data according to any field.

® The values in those fields that you want to match (for example, the exact port number or IP address you are
interested in).

m operations define how the fields and values are matched to data entries (especially if there are several fields
included as the filtering criteria).

A filter can have one or several fields. The more fields you have in a filter, the more specific the selection of log
data becomes. For example, you can use the IP source field in the filter and get a selection of log data that
matches the source IP address you specify. To limit the selection of log data even further, you could add a field for
the destination port used.

Different types of data entries contain different types of information, so the fields you add also restrict the
general type of data that your filter matches. It is possible to create a filter that can never match any data if the
combination of fields is not found in any single entry. However, everything depends on the general structure of
the filter. It is possible to create filters that match related data in different types of entries using different fields as
criteria. Depending on the field, you can define one to several values that you want to look for in the data. There
are some operations (for example, Defined) for which a field value is not needed.

Operations define how field values in log data are compared to the field values defined in the filter. You can have
as many operations in a filter as necessary, and you can also nest operations inside other operations. When you
add two fields, you must always combine the fields with an operation. Each field in a filter is attached to one of
these operations:

m  Calculations (BITWISE and SUM OF)

m  Comparisons (for example, EQUAL TO, GREATER THAN, SMALLER THAN)

= Logicals (AND, NOT, OR)

Filter example

Matching events with a filter

OR
- AND
IP Destination in & net-192.168.11.0/24
Destination Port greater than orequal 80
= AND
IP Destination in & net-192.168.12.0/24
Destination Port greater thanorequal 80

The illustration shows a Filter with several fields and operations. This Filter matches if the destination IP address
is in the 192.168.11.0/24 network AND the destination port is 80 or greater OR if the destination IP address is in
the 192.168.12.0/24 network AND the destination port is 80 or greater.

A data entry of a connection to host 192.168.11.10 on port 80 matches the first AND operation in the example
filter. The same connection does not match the second AND operation in the Filter. Since the two AND operations
are combined with OR, the Filter as a whole is considered a match and the data is selected for the task that is
being carried out.
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Filters that match a single value
A filter that matches a single source IP address:
Src Addr EQUAL TO 192.168.1.101

Where Src Addr is a field, EQUAL TO is the operation, and the IP address is a value.

Filters that match several values

A filter that matches any non-empty value for destination port:

Dst Port IS DEFINED

A filter that matches all destination ports between 1024 and 49152:;
Dst Port BETWEEN 1024 AND 49152

A filter that matches any of three alternative destination ports:

Dst Port IN 51111, 52222, 53333

Complex filters that use logical operations

You can add the logical operations NOT, AND, and OR. The NOT operation negates the criteria you set.
A filter that matches all destination ports except ports between 1024 and 49152:

NOT

Dst Port BETWEEN 1024 AND 49152

When you add more than one field to a filter, you must define how the fields are used in relation to each other.
You must use either AND (all field values must be present in the same entry) or OR (a data entry matches the
filter if any one field value is found).

A filter that matches if the destination port is lower than 1024 and the source is a particular IP address:
AND

Src Addr EQUAL TO 192.168.1.101

Dst Port SMALLER THAN 1024

A filter that matches either of two destination ports:

OR

Dst Port EQUAL TO 80

Dst Port EQUAL TO 8080

You can apply the AND and OR operations to other AND and OR statements to create more complex statements.
You can also negate whole AND and OR sections with NOT

Related concepts
Creating and editing local filters on page 303

Related tasks
Create or edit Filter elements on page 306
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Creating and editing local filters

Local filters are valid only in the view or in the element in which they are created.

Local filters that you create in the following Monitoring views are temporary. They are only available until you
close the view:

® Logs view.

m  Connections view.

m  Blacklist view.

m  Users view.

® VPN SAs view.

®  Routing Monitoring view.

m  SSL VPNs Monitoring view.

Local filters created or edited for the following elements are saved with the element:

®m Report Designs.

®  Administrator elements.

® Log Server elements.

B Management Server elements.
®  Correlation Situations.

You can save local filters as permanent Filter elements in all views. These Filter elements can then be used
anywhere in the Management Client.

Create local filters

You can create local filters in various views in the Management Client.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Open a view or element for editing.
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2) Depending on the view or dialog box, create the local filter in one of the following ways:

View/Dialog box Configuration steps

Monitoring views On the Filter tab in the Query pane, click New, then select New > Filter to create
(Logs, Connections, | a filter from a list of available fields, or select New > Filter:<field name> to create
Blacklist, VPN SAs, a filter based on a preselected field.

Users, Routing, or O

SSL VPNs) Tip

You can also drag and drop log data rows onto the Filter tab

Reports | Report 1) Select the name of the Report Design.
view Design

2) In the Report Properties pane, click the Select Element button next to the
Filter field.

Report 1) Select the Report Section.
Section

2) Inthe Section Properties pane, click the Select Element button next to the
Filter field.

Report Double-click the Report Item.
Item

Administrator 1)  Switch to the Permissions tab.
Properties dialog box

2) Click Select next to Filter. The Local Filter Properties dialog box opens.

Log Server 1) For the Log Server, switch to the Log Forwarding tab, then click Add to add a

Properties or Log Forwarding rule.
Management Server

P i ialog b ;
roperties dialog box 2) For the Management Server, switch to the Audit Forwarding tab, then click

Add to add an Audit Forwarding rule.

3) Double-click the Filter cell. The Local Filter Properties dialog box opens.

Correlation Situation | 1)  Switch to the Context tab.
Properties dialog box

2) Click Select next to the Context field, then select Compress, Group, Match,
or Sequence.

3) For Compress or Match, click Select next to the Compress filter field. The
Local Filter Properties dialog box opens.

4) For Group or Sequence, double-click the Event Match cell. The Local Filter
Properties dialog box opens.
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3) (If notin a Monitoring view) Select Add > New > Filter to create a filter from a list of available fields or Add >
New > Filter:<field name> to create a filter based on a preselected field.

4) Edit the filter in the Filter Properties dialog box.

m [f you are creating a filter from a list of available fields, enter an optional name in the Name field. Select
the setting for Undefined Value Policy, then define the filtering criteria.

® If you are creating a filter based on a preselected field, edit the filter properties. The available options
depend on the field type.

5) Click Apply.
The filter is added to the Local Filter Properties dialog box.

In a Monitoring view, the filter is added to the Filter tab in the Query pane.

6) (Optional) Edit the local filter:
®  To negate a filter row, click the corresponding checkbox. This option filters out entries that match the filter.

® [f a row contains more than one item, click the operator cell to toggle between the and and or operators.

¥ Local Filter Properties -0 x

e | |

‘ Y AnyIP Address: 192.0.0.1 |

P LYoo |

1 Negate a filter.

2 Toggle between operators.

7) (Optional) To save a local filter as a permanent Filter element, click Save. In a Monitoring view, click ™ Save.
You can use Filter elements in any view.

8) Click OK. In a Monitoring view, click Apply.

Related tasks
Save local filters as permanent Filter elements on page 306
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Save local filters as permanent Filter elements

Local filters are specific to the view or element for which they have been created. Saving local filters as
permanent Filter elements allows you to apply these filters anywhere in the Management Client.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Create a local filter.
2) Inthe Local Filter Properties dialog box, click Save. In a Monitoring view, click ™ Save.

3) Enter a name for the filter in the Name field, then click OK.

Related tasks
Create local filters on page 303

Create or edit Filter elements

All the permanent Filter elements are stored and can be edited from one view.

O Tip

An easy way to create a permanent Filter element is to create a local filter, then save it as a Filter
element.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Expand the Other Elements branch.

3) To create a new filter:
a) Right-click Filters.

b) Select New > Filter.

4) To edit an existing filter:

a) Browse to Filters > All Filters.

b) Right-click the filter, then select Properties.

5) Edit the filter properties, then define the filtering criteria.
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6)

Click OK.

Related concepts
Benefits of filtering log entries on page 258

Related tasks
Save local filters as permanent Filter elements on page 306
Add or edit criteria in Filter elements on page 307

Add or edit criteria in Filter elements

You can add new criteria or edit the criteria of Filters that you have created.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

Select #. Configuration, then browse to Monitoring.
Browse to Other Elements > Filters > All Filters.

Right-click a filter you have created, then select Properties.

O Tip

To edit a filter based on an existing system filter, right-click the filter, then select New >
Duplicate.

Select the setting for Undefined Value Policy.

This setting defines how data entries are matched when a field is included in the filter, but is not present
in the entry. For example, a filter defines a range of destination ports, but the operation encounters a log
entry from a protocol that does not use ports, such as ICMP.

If there is no logical operation (AND or OR) at the correct level, add one using the shortcut buttons above
the editing pane.

You can nest logical operations to create more complex filters. For example, you can create two AND
sections under an OR condition to match either of the two sets of criteria.

To change a logical operation, right-click the operation, select Change To, then select the new operation.

To add a field:

a) Right-click the logical operation to which you want to add a field, then select New > Select.

b) Click Fields, then browse to the field group that contains the field you want to add, or browse to All
Fields for a list of all available fields.
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c) Select the field, then click Select.

8) To edit the field:
a) Right-click the field that was added, then select Edit.

b) Select the Comparison.

The available comparison selection depends on the selected field and whether the field already
contains one or more values.

The most common comparisons are:
®  Any Value — Allows you to match any non-empty value in the field.
= Between — Allows you to match a range (for example, a range of TCP/UDP ports).

m Contains — Allows you to match any of several alternative values (for example, both an IPv4
address and an IPv6 address).

® In — Allows you to match a single value (for example, an IP address or Network element).

c) Depending on the comparison and type of field, define the values that you want the filter to match in
one of the following ways:

®  Enter one or more values. For the In or Contains comparison, click Add to add the entered value
to the value list.

®  Double-click the empty space in the value list, then select an element.
®  To edit a value that has been added to the value list, double-click the value.
®  To remove a value, right-click the value, then select Remove.

d) Click Apply.

9) To remove criteria, right-click the criteria, then select Remove Row or Remove.
If you select Remove Row, all criteria nested under the row is moved up one level.

If you select Remove, all criteria nested under the row is also removed.

10)  Click OK.

Related concepts
Log entry fields on page 1459

How missing values are handled in Filter
elements

You can adjust what happens when the Filter element is matched to data that does not contain any value for a
field that the filter defines.

By default, log data matches the filter only if all fields in the filter are also found in log data.
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Since there are different types of data entries, some entries might not contain any value for some field that a filter
contains. For example, an Alert entry warning you that the monitoring connection from a Firewall engine has been
lost does not contain any source or destination IP address information. The reason for this is that the entry is not
related to traffic processing. If you apply a filter that matches an IP address in the Logs view, the Alert is filtered
out of the view. Missing values that cannot be verified as matching or non-matching are called undefined values
in the configuration.

To define in more detail how missing fields are handled, you have two options:

®  The Undefined value policy setting defines whether log data matches the filter if there are missing fields.

® The Any Value Comparison operation allows you to define specific fields in the filter that the log data must
always have. The value that the field contains is not taken into account. Data entries that do not have these
fields do not match the filter.

You can use one of the four Undefined value policy settings to define how missing values are handled. The
setting works differently depending on the structure of the filter. The results of logical operations (AND, OR,
NOT) in the filter depend on the Undefined value policy setting. A logical operation is typically either true or false.
However, if a field in the filter does not exist in a data entry, the logical operation is left undefined.

Undefined value policy settings

Setting Description

False by comparison A Comparison operation is false if log data does not have all fields used in the filter.
Depending on the structure of the filter, the log data does or does not match the
Filter. For example, if the outermost operation in the filter is AND, the log data does
not match the filter if any of the inner operations are false.

False by filter Log data does not match the filter if the outermost operation in the filter is
undefined because log data does not have all fields used in the filter. The filter is
false.

True by filter Log data matches the filter if the outermost operation in the filter is undefined

because log data does not have all fields used in the filter. The filter is true.

Undefined If the outermost operation is undefined because log data does not have all fields
used in the filter, the undefined result is passed to the component that uses the
filter. The handling of the undefined result varies according to the component that
uses the filter.

In most cases, this setting works in the same way as “False by filter”. If the
outermost operation is undefined because log data does not have all fields in the
filter, the data does not usually match the filter.

Undefined value policy settings

Undefined values when matching an event

OR
- AND
El 1P Destination in ® net-192.168.11.0/24
El Destination Port greater than or equal 80
=~ AND
El 1P Destination in & net-192.168.12.0/24
El Destination Port greater than orequal 80
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A filter has the IP destination and Destination port fields. ICMP traffic, for example, does not have the
Destination port field. If ICMP traffic is matched with the example filter, the filtering results vary according to the
selected Undefined value policy:

False by comparison — The AND operations are false. As a result, the OR operation is also false. The event
does not match the filter.

False by filter — The AND operations are undefined (neither frue nor false). As a result, the OR operation is
also undefined. The setting interprets the undefined result as false. The event does not match the filter.

True by filter — The AND operations are undefined (neither true nor false). As a result, the OR operation is
also undefined. The setting interprets the undefined result as true. The event matches the filter.

Undefined — The AND operations are undefined (neither true nor false). As a result, the OR operation is also
undefined. The Undefined setting passes the undefined value to the component that uses the log data. The
handling of the data varies according to the component. Most components handle the data in the same way as
False by filter, so that the event does not match this filter.

Organizing Filter elements

Adding Filter Tags to permanent Filter elements that you create makes it easier to find filters when you want to
use them. You can select several Filter Tags for each Filter element that you create.

Create Filter Tag elements

Filter Tags help you organize Filter elements.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

Select ©. Configuration, then browse to Monitoring.
Browse to Other Elements > Filters.

Right-click Filters, then select New > Filter Tag.
Enter a name in the Name field.

Click OK.

Related tasks
Change the Filter Tags of Filter elements on page 311
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Change the Filter Tags of Filter elements

You can add Filter Tags to Filter elements, to make it easier to find a filter.

O Tip

These steps show how to add or remove Filter Tags to multiple Filters, but you can also edit Filter
Tags on the Tags tab in the properties of an individual Filter element.

Steps ® For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.

2) Browse to Other Elements > Filters, then select one or more Filter elements.

Q Tip

If you want to remove all references to a Filter Tag so that you can delete the Filter Tag, select
all the filters in the All Filters branch. The selection includes filters that do not reference the
Filter Tag that you want to remove.

3) To add a tag:
a) Right-click a Filter, then select Add Tag > Filter Tag.

b) Select the Filter Tag you want to add.

E Note
4

We do not recommend that you assign the System or Correlations Filter Tags.

c) Click Select.

4) Toremove a tag:
a) Right-click a Filter, then select Remove Tag > Remove.

b) Select the Filter Tag you want to remove.

E Note
4

You cannot remove the System or Correlations Filter Tags from predefined system
elements.

c) Click Select.

Related tasks
Create Filter Tag elements on page 310
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Examples of filters

These examples illustrate some common uses for filters and general steps on how the scenarios are configured.

Example: Create a filter for log entries
associated with specific users

This scenario shows an example of using filters to include logs in a report.

Company A wants a report of users who have authenticated themselves within a certain time frame. To create
the report, the company’s administrator needs a filter to select the logs concerning the authenticated users. The
administrator:

1) Creates a Filter element.
2) Selects the Auth. User field to filter the user names of authenticated users.
3) Selects the in operation.

4) Adds the wildcard * as the value to the Auth. User field to match all authenticated users in log data.

Example: Create a filter for pings in a network

This scenario shows an example of using filters to exclude logs from a report.

Company B’s administrator has noticed that the number of ping attempts (ICMP echo requests) in the internal
network has increased. The administrator wants a report of all recent pings in the local network to make sure an
outsider has not taken over the servers in the internal network. The administrator frequently pings from the HOST
2 workstation in the internal network. The administrator knows that pings coming from HOST 2 are legitimate, and
wants to exclude pings from HOST 2 from the report.

The administrator needs a new filter for generating the report. The administrator:

1) Creates a Filter element in which the source IP address field in log data is compared to the internal network’s
addresses, and the ICMP type is compared to Echo.

2) Adds a condition that the IP address in the log data must not belong to the HOST 2 workstation.
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Chapter 17
Working with Diagram elements

Getting started with Diagram elements on page 313
Using the Diagram Editor on page 314

Create Diagram elements on page 315

Edit the background of Diagram elements on page 316
Create new elements in Diagram elements on page 316
Create Diagram elements from configured elements on page 317
Add comments to Diagram elements on page 318

Set the layout of Diagram elements on page 319
Connecting elements in Diagram elements on page 319
Creating links between Diagram elements on page 321
View diagram elements on page 323

Diagrams allow you to visualize your network security environment.

Getting started with Diagram elements

Diagrams allow you to generate a model of the elements you have already configured. You can also design a
model of your network and configure Security Management Center (SMC) elements at the same time.

You can also use diagrams to view and monitor the status of the elements in your system.

What you can do with diagrams

Diagrams allow you to:

®  Maintain and understand the network structure.

®  Monitor the status of your network graphically.

m |[llustrate your network topology.

m  Configure SMC elements and other network devices while designing your network.
m  Store and print network topologies.

What should | know before | begin

®  There are three types of diagrams: Connectivity Diagrams show the status of the connections between
elements that belong to the same configuration. VPN Diagrams show the status of VPN connections. IP
Diagrams are diagrams of a network.
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® |n addition to creating diagrams manually, you can create diagrams automatically from elements that are
monitored in the Home view. The Home view also automatically displays a Connectivity Diagram or VPN
Diagram to show the connectivity status of an engine you select.

Diagram configuration overview

Diagrams allow you to create models of network configurations.

Follow these overall steps to configure diagrams:

1) Create a diagram.

2) Define the diagram background color and image.

3) Insert elements in the diagrams either manually or automatically.

4) Customize the diagram layout.

5) Make manual or automatic connections between the elements in the diagram.

6) Create relationships between diagrams.

Related tasks

Create Diagram elements on page 315

Edit the background of Diagram elements on page 316

Create new elements in Diagram elements on page 316

Set the layout of Diagram elements on page 319

Automatically connect elements in Diagram elements on page 320
Manually connect elements in Diagram elements on page 320
Specify a parent Diagram element on page 321

Create links from one diagram element to another on page 322
View diagram elements on page 323

Using the Diagram Editor

Diagrams are created and edited in the Diagram Editor.

There are two methods for creating diagrams. You can create a diagram from previously configured elements
or add new elements to the SMC and draw the diagram simultaneously. When you create network elements as
you draw the diagram, the elements are added to the SMC configuration with the other elements. If you edit the
configured elements (such as an IP address change), the changes are automatically updated in your diagram.
The automatic updates to the diagrams reduce the need to update your network documentation.
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Diagram editing toolbar in the diagram editor

Zoom
Collapse selected elements together

Arrange selected elements

1

2

3

4 Connect elements
5 Add text

6

Create new elements

Create Diagram elements

You can create a diagram from previously configured elements or add new elements to the SMC and draw the
diagram simultaneously.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.
2) Browse to Diagrams.

3) Right-click Diagrams, then select New > Connectivity Diagram, New > VPN Diagram, or New > IP
Diagram according to which diagram type you want to create.

4) Create a diagram using the various options.

5) Click ™ Save.

6) Name the diagram, then add an optional comment for your own reference.
7) (Optional) Select a parent diagram for the new diagram.

8) Click OK.
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Related tasks
Edit the background of Diagram elements on page 316
Create new elements in Diagram elements on page 316

Edit the background of Diagram
elements

Background images and colors enhance the appearance of your diagrams and make layout easier.

For example, you can use a map as the background image and arrange the elements in the diagram according to
their geographical location.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Monitoring.

2) Browse to Diagrams.

3) Right-click the diagram, then select Edit.

4) Right-click the diagram’s background, then select Properties.
5) Using the available options, define the background properties.

6) Click OK.

Related tasks
Create new elements in Diagram elements on page 316

Create new elements in Diagram
elements

You can add new elements to the SMC and draw the diagram simultaneously.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
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2) Browse to Diagrams.

3) Right-click the diagram, then select Edit.

4) Select the type of element you want to create in the toolbar, then click the diagram in the place where you
want to add the element.
The new element appears grayed-out because it has not been configured yet.

5) Double-click the new element.

6) Define the element’s properties.

7) Click OK.

The newly configured element is no longer grayed-out, and it is added to the appropriate category in the All
Elements list.

Related concepts
Defining IP addresses as elements on page 879

Related tasks
Set the layout of Diagram elements on page 319

Create Diagram elements from
configured elements

You can create a diagram from previously configured elements.

You can generate IP Diagrams, VPN Diagrams, and Connectivity Diagrams automatically from the elements that
are monitored in the Security Management Center.

Automatically generated IP Diagrams and VPN Diagrams are based on routing information, so they show
elements that belong to the same routing configuration. Automatically generated Connectivity Diagrams contain
elements that belong to the same configuration as defined in server, Firewall, IPS engine, and Layer 2 Firewall
properties.

You can edit the automatically generated diagram in the same way as any diagram. For example, you can add
more elements to the diagram by dragging and dropping configured elements from the list in the Resources
pane. Editing the automatically generated diagram can be useful for documenting your system although the
elements might not belong to the same configuration.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.

2) Browse to Diagrams.
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3)

4)

5)

6)

7)

8)

9)

10)

Right-click Diagrams, then select New > Connectivity Diagram, New > VPN Diagram, or New > IP
Diagram.

Browse to the type of element that you want to add to the diagram.

(In automatic diagram creation) Select an element that is monitored from the list in the Resources pane,
then drag and drop it onto the diagram.

Add the elements to the diagram.

® (In automatic diagram creation) Right-click the element’s icon, then select Auto Generate > Add
from Configuration or Auto Generate > Add from Routing. The elements that belong to the same
configuration or routing configuration are added to the diagram. The links between the elements are
also added automatically.

® (In manual diagram creation) Drag the existing elements from the list in the Resources pane, then drop
them onto the diagram.

Click ™ Save.

Name the diagram, then add an optional comment for your own reference.

(Optional) Select a parent diagram for the new diagram.

Click OK.

Related tasks
Set the layout of Diagram elements on page 319

Add comments to Diagram elements

Text comments allow you to add notes and labels to diagrams.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

Select #. Configuration, then browse to Monitoring.

Browse to Diagrams.

Right-click the diagram, then select Edit.

Click E Text Tool.

Click the diagram in the place where you want to add the comment.

Select the font properties that you want to use, then enter the comment.
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7) Click OK.

8) If necessary, select the comment, then drag the comment to change its position.

Related tasks
Set the layout of Diagram elements on page 319

Set the layout of Diagram elements

You can set the layout of a diagram manually, or you can select one of the automatic layout options.

Steps O For more details about the product and how to configure features, click Help or press F1.
1) Select #. Configuration, then browse to Monitoring.
2) Browse to Diagrams.
3) Right-click the diagram, then select Edit.
4) To move elements, click € Hand Tool, then drag and drop the elements to their places.
In addition to moving individual elements by dragging and dropping, you can also use the Hand Tool to move

all elements in a diagram.

5) To arrange elements automatically, do the following.

a) Click X Select Components, then select the elements that you want to arrange.

b) Select # Layout Tools, then an option.

Related tasks
Automatically connect elements in Diagram elements on page 320
Manually connect elements in Diagram elements on page 320

Connecting elements in Diagram
elements

You can connect elements in diagrams automatically or manually.

The automatic connections are based on the IP addresses of the elements or on the Routing configuration.
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To help you maintain the clarity of your diagrams, you can also use turning points. Turning points are useful, for
example, in complex diagrams where connections would otherwise cross each other.

To create a turning point, click 8 Add Turning Point. Click in the middle of the connection between the two
elements, then drag the turning point to the direction of your choice to create an angle.

Related tasks
Automatically connect elements in Diagram elements on page 320
Manually connect elements in Diagram elements on page 320

Automatically connect elements in Diagram
elements

You can connect elements automatically either based on the routing configuration or on the IP addresses of the
elements.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.
2) Browse to Diagrams.

3) Right-click the diagram, then select Edit.

4) Click X Select Components.

5) Select the elements that you want to connect.

6) Select Tools > Auto Connect by Routing or Tools > Auto Connect by Addresses from the menu.
The connections between the elements appear.

Related concepts
Creating links between Diagram elements on page 321

Manually connect elements in Diagram
elements

You can use the Connection Tool to connect elements in diagrams manually.

If the connection you create has a red, crossed-out circle on it, the connection is not valid. A connection might

be invalid, for example, if you connect an element to a network with an address range that does not include that
element’s IP address. Such connections are allowed so that you can plan a configuration change without actually
editing the elements until you are finished.

Working with Diagram elements | 320



‘ Forcepoint Next Generation Firewall 6.8 | Product Guide

Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.
2) Browse to Diagrams.

3) Right-click the diagram, then select Edit.

4) Click ## Connection Tool.

5) Click and hold the first element to be linked.

6) Drag the mouse pointer to the second element, then release the mouse button.

The elements are connected unless the connection is not allowed. You might have to insert a Network
element between two elements before you can connect them.

Related concepts
Creating links between Diagram elements on page 321

Creating links between Diagram
elements

You can create links between related diagrams.

You can specify a parent diagram to organize the diagrams into a hierarchy. You can also create links between
diagrams under the same parent diagram.

Related tasks
Specify a parent Diagram element on page 321
Create links from one diagram element to another on page 322

Specify a parent Diagram element

For each diagram, you can specify another diagram as its parent diagram. Parent diagrams allow you to organize
diagrams in a hierarchy.

All diagrams that have the same parent diagram are shown as branches below the parent diagram in the tree.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
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2) Browse to Diagrams.

3) Right-click the diagram for which you want to specify a parent diagram, then select Properties.
4) Click Select.

5) Select a parent diagram from the diagram list.

6) Click OK.
The diagram is now displayed as a branch under the selected parent diagram in the tree.

Related tasks
Create links from one diagram element to another on page 322

Create links from one diagram element to
another

When you have a large network, linking allows you to use just a network icon to represent individual network
segments in a top-level diagram. You can create links from them to more detailed diagrams.

Before you begin

Before you can add a link, you must have at least two diagrams under the same parent diagram.

You can attach links to any of the elements in the diagram. When you double-click a link, another diagram opens.

E Note
| 4

You cannot create links between two diagrams that have different parent diagrams.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.

2) Browse to Diagrams.

3) Right-click the element that you want to function as a link, then select Link To.
4) Select the diagram to link to.

5) Click ™ Save.
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Related tasks
Specify a parent Diagram element on page 321

View diagram elements

You can view diagrams without opening them for editing.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Monitoring.
2) Browse to Diagrams.

3) Right-click the diagram, then select Preview Connectivity Diagram, Preview VPN Diagram, or Preview IP
Diagram.

Related tasks

Collapse element groups in Diagram elements on page 323
Expand element groups in Diagram elements on page 324
Zoom in or out in Diagram elements on page 325

Benefits of collapsing or expanding element
groups in Diagram elements

Collapsing or expanding clustered engine elements makes complicated diagrams simpler, as the individual items
can be viewed only when needed.

You can collapse and expand clustered engine elements, such as a Firewall Cluster, an IPS Cluster, or a Layer 2
Firewall Cluster. You can also collapse and expand groups of elements (any group of elements you select) to hide
the individual nodes or elements. You can collapse and expand clusters and element groups while viewing and
editing diagrams.

Collapse element groups in Diagram elements

Collapsing clustered engine elements makes complicated diagrams simpler.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
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2)

3)

4)

5)

Browse to Diagrams.
Right-click the diagram, then select Edit.

Click ® Select Components, then select two or more elements, or at least one of the nodes belonging to an
expanded cluster.

Click B2 Collapse Selected Components.

If several elements were selected, they are now shown as a single cloud with the tooltip Collapsed Area.
Clustered elements are collapsed into an appropriate cluster icon.

Related tasks
Zoom in or out in Diagram elements on page 325

Expand element groups in Diagram elements

You can expand element groups to view the individual elements.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

Select ©. Configuration, then browse to Monitoring.
Browse to Diagrams.

Right-click the diagram, then select Edit.

Select a clustered element or a group of collapsed elements.
Click ¥ Expand Selected Component.

The individual nodes or elements are displayed. The nodes are shown with a yellow sign containing a minus
sign to illustrate their association to an expanded cluster.

Related tasks
Zoom in or out in Diagram elements on page 325
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Zoom in or out in Diagram elements

You can use various methods to zoom in the diagram, such as using the Diagram Navigation tool to zoom into
selected parts of the diagram.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

Select ©. Configuration, then browse to Monitoring.
Browse to Diagrams.
Right-click the diagram, then select Edit.

If the Diagram Navigation pane is not displayed, select = Menu > View > Panels > Diagram Navigation to
activate the Diagram Navigation tool.

Click and drag in the area outside the black rectangle to zoom in and out.
Click inside the black rectangle to adjust which part of the diagram is shown.

Select Q@ Zoom > Default Zoom to see the default zoom view again.
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Chapter 18
Incident Case elements

m  Getting started with Incident Case elements on page 327
m  Create Incident Case elements on page 328

m  Set a context for Incident Case elements on page 329

®  Attaching data to Incident Case elements on page 329

®  Add Players to Incident Case elements on page 333

B Add journal entries to Incident Case elements on page 334
®  Working with existing Incident Case elements on page 334

®  Example: Incident Case scenarios on page 337

When suspicious activity is detected, it is important to collect information about the incident and act quickly. The
Incident Case element is a tool for investigating incidents of suspicious activity.

Getting started with Incident Case
elements

The Incident Case element allows you to gather together the data, actions, system configuration information, and
files related to a specific incident.

This information is useful for effective incident investigation, and also helps to provide evidence for legal action or
to demonstrate compliance with operational standards.

Limitations of Incident Cases

When you write a Memo in an incident case, text does not automatically wrap in the Incident Memo Properties
dialog box. You must press Enter at the end of each line if you want your text to break to a new line.

Memos are permanently deleted when you remove them from an incident case. Other types of attachments can
be added again if you remove them by mistake.

Related concepts
Attaching data to Incident Case elements on page 329
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Incident Case configuration overview

Incident cases can be started as needed. You can then add various types of information from the system to them,
as well as your own comments.

The configuration of Incident Cases involves the following general steps:

1) Create an Incident Case.
2) Attach relevant Logs, Policy Snapshots, Memos, and files to the Incident Case.
3) Add the network elements involved in the incident to the Incident Case.

4) Add journal entries to the Incident Case.

Related concepts
Attaching data to Incident Case elements on page 329

Related tasks

Create Incident Case elements on page 328

Set a context for Incident Case elements on page 329

Add Players to Incident Case elements on page 333

Add journal entries to Incident Case elements on page 334

Create Incident Case elements

The Incident Case element stores the information related to the incident.

When you create an incident case, the Data Collection, Player List, and Journal tabs are visible. The History tab
is at the bottom of the view with the General tab.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Monitoring.
2) Right-click Incident Cases and select New Incident Case.

3) Enter a unique Name, (optional) Comment, and (optional) Priority.

®  The priority you define is for your own categorization and does not affect the way the case is handled in
the Security Management Center.

B The State cannot be changed during the creation of the new incident case.

4) Click OK.
The new incident case opens for editing.
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Related concepts
Attaching data to Incident Case elements on page 329

Related tasks

Set a context for Incident Case elements on page 329

Add Players to Incident Case elements on page 333

Add journal entries to Incident Case elements on page 334
Change the state of Incident Case elements on page 336

Set a context for Incident Case elements

You can set a context for solving a particular Incident Case in the Management Client.

The SMC then generates a list of your actions in the Management Client and attaches the selected Incident Case
in the audited actions. You can view the actions on the History tab of the Incident Case.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > View > Layout > Incident Context Toolbar.

2) Select the Incident Case to which you want to add information.
The status bar switches to orange when an Incident Case is selected.

Related concepts
Attaching data to Incident Case elements on page 329

Related tasks
Add Players to Incident Case elements on page 333
Add journal entries to Incident Case elements on page 334

Attaching data to Incident Case
elements

You can use the Data Collection tab to attach information to provide context for investigating the incident.

The following types of data can be attached to the Incident Case:
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Data collection

Data Item Explanation

Logs Log, alert, and audit entries from Firewall or IPS engines and Log and Management Servers.

Policy Snapshot | A record of a configuration stored in the upload history. Policy Snapshots help to establish
which policies were in place at the time of the incident.

Memo A simple text file for attaching excerpts of text, for example, by copying and pasting from
email, IRC or instant messaging.

File Any type of file. For example, saved reports, text files, saved e-mail messages, packet
capture files, or screenshot images.

Related tasks

Attach logs and audit entries to Incident Case elements on page 330
Attach Policy Snapshots to Incident Case elements on page 331
Attach memos to Incident Case elements on page 332

Attach files to Incident Case elements on page 332

Attach logs and audit entries to Incident Case
elements

There are several ways to attach logs and audit entries to an Incident Case.

You can attach selected single logs or audit entries, selected groups of logs or audit entries, or all logs or audit
entries that match your query criteria. It is also possible to attach log and audit data to Incident Cases directly
from the Logs view.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Tools > Attach > Logs on the Data Collection tab of the incident case.
The Logs view opens.

2) (Optional) To restrict the data that is displayed, specify your search criteria in the Query pane.

3) Attach a single log or a selected group of logs.
a) Select the logs you want to attach.

b) Right-click the selection and select Export > Attach Log Events to Incident.

4) To attach all logs that match your filtering criteria, right-click any log entry and select Export > Attach Log
Events to Incident.

5) Enter a unique Description for the logs.
The description is used as the name of the data item in the Incident Case.
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6)

7)

8)

9)

10)

11)

12)

Select Other from the Incident Case Target drop-down list.
Select the Incident Case that you want to attach the logs to and click Select.

Specify which logs you want to attach:
m Select Selected logs to add only the specific log entries you selected.
m Select Filtered logs from to add all log entries that match your query criteria.

(Optional) Select Create Link Only if you want to create a reference to the logs without duplicating the log
files.

(Optional) Select Create also Players based on the following log fields and select the fields if you want
to automatically fetch the player information related to the logs.

(Optional) Select Time out to automatically stop the export if it takes too long.

Click OK.
The selected logs are attached to the incident case and appear in the Data Collection tab.

Related concepts
Benefits of filtering log entries on page 258

Related tasks

Attach Policy Snapshots to Incident Case elements on page 331
Attach memos to Incident Case elements on page 332

Attach files to Incident Case elements on page 332

Add Players to Incident Case elements on page 333

Add journal entries to Incident Case elements on page 334

Attach Policy Snapshots to Incident Case
elements

Policy Snapshots help to establish which policies were in place at the time of the incident.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

Select # Tools > Attach > Policy Snapshot on the Data Collection tab.

Select the policy snapshot you want to attach and click Select.
The policy snapshot is attached to the incident case and appears on the Data Collection tab.
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Related tasks

Attach memos to Incident Case elements on page 332
Attach files to Incident Case elements on page 332

Add Players to Incident Case elements on page 333

Add journal entries to Incident Case elements on page 334

Attach memos to Incident Case elements

Memos allow you to take notes about the incident.

You can copy and paste from the clipboard into a memo. Memos can be edited and deleted after they are added
to the incident case. If you want to add permanent, read-only comments and notes about the incident, add journal
entries instead.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Tools > Attach > Memo on the Data Collection tab.

2) Give the memo a descriptive Name.
The name is used as the name of the data item in the incident case.

3) Type or paste the text of the memo in the Text field.

4) Click OK.
The memo is added to the Data Collection list.

Related tasks

Attach files to Incident Case elements on page 332

Add Players to Incident Case elements on page 333

Add journal entries to Incident Case elements on page 334

Attach files to Incident Case elements

You can attach any type of files, such as saved reports, text files, saved e-mail messages, packet capture files, or
screen captures to incident cases.

If you want to attach a newer version of a file, you must first remove the existing attachment from the incident
case.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Tools > Attach > File on the Data Collection tab.
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2) Browse to the file you want to attach. Select the file and click Open.
The file is added to the Data Collection list.

Related tasks
Add Players to Incident Case elements on page 333
Add journal entries to Incident Case elements on page 334

Add Players to Incident Case elements

A player is any element that was involved in the incident.

The related players can be fetched automatically when attaching logs or audit entries, or you can add players
manually. Alternatively, you can copy and paste elements to the Player List tab of an incident case. Attaching
players to an incident case creates a reference to an element.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Tools > New Player on the Player List tab.

2) Give the player a unique Name.
This name is used in the Player list.

3) Enter the IPv4 Address of the player or enter the DNS Name of the player and click Resolve to resolve the
DNS name to an IP address. Elements shows a list of player elements.

4) (Optional) Add a Comment.

5) Click OK.
The player is added to the Player list.

Related concepts
Attaching data to Incident Case elements on page 329

Related tasks
Add journal entries to Incident Case elements on page 334
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Add journal entries to Incident Case
elements

The journal allows you to record your observations and comments about administrator actions during the incident
investigation.

Adding journal entries is especially useful when more than one administrator is investigating the same incident
simultaneously. Journal entries are automatically marked with a time stamp. Once a journal entry is added, it
cannot be removed, which provides an audit for incident management (for example, to be used as evidence in
court).

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Type the journal entry in the Additional Comment field and click Commit.
The journal entry is added to the list.

Related concepts
Attaching data to Incident Case elements on page 329

Related tasks
Add Players to Incident Case elements on page 333

Working with existing Incident Case
elements

After you have created an Incident Case element, you can edit the contents and properties of the Incident Case.

Related tasks

Open Incident Case elements for editing on page 334
Change the priority of Incident Case elements on page 335
Change the state of Incident Case elements on page 336
View the history of Incident Case elements on page 336

Open Incident Case elements for editing

You can edit the players and data that are attached to an Incident Case.

E Note
| 4

You cannot edit or remove journal entries.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Monitoring.
2) Select Incident Cases in the tree view.

3) Right-click the incident case and select Edit Incident Case.
The Incident Case view opens.

4) Edit the Incident Case as needed.
Changes are automatically saved when you close the Incident Case view.

Related concepts
Attaching data to Incident Case elements on page 329

Related tasks

Add Players to Incident Case elements on page 333

Add journal entries to Incident Case elements on page 334
Change the priority of Incident Case elements on page 335
Change the state of Incident Case elements on page 336
View the history of Incident Case elements on page 336

Change the priority of Incident Case elements

As the investigation of the incident progresses, you can change the priority of the Incident Case as necessary.

The default Priority of an incident case is Low when an incident case is created. The priority you define is for your
own categorization and does not affect the way the case is handled in the SMC.

StepS ® For more details about the product and how to configure features, click Help or press F1.

1) Right-click the Incident Case you want to change the priority for and select Properties.

2) Select the new Priority and click OK.

Related tasks
Change the state of Incident Case elements on page 336
View the history of Incident Case elements on page 336

Incident Case elements | 335



‘ Forcepoint Next Generation Firewall 6.8 | Product Guide

Change the state of Incident Case elements

The state information is only for your own reference. As the investigation of the incident case progresses, you can
change its state accordingly.

The default state of an incident case is Open when an incident case is created.

When the investigation is finished, you can close the incident case. The incident case stays in the system, but
its state is shown as closed. It is a good idea to keep resolved incident cases as a record of past incidents or for
future reference in dealing with new incidents.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Right-click the Incident Case you want to change the state for and select Properties.
2) From the available options, select the new State.

3) Click OK.
The state of the incident case is changed.

Related tasks
View the history of Incident Case elements on page 336

View the history of Incident Case elements

The Incident History tab shows the logs and audit entries that track actions performed in this Incident Case
view.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Tools > Incident History.

Related concepts
Getting started with Incident Case elements on page 327

Related tasks
Create Incident Case elements on page 328
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Example: Incident Case scenarios

There are many ways an administrator can become aware of suspicious activity in the system. The most likely
way is by noticing something unusual in the logs or audit entries, or being warned about a potential problem in an
alert.

Example: Investigation by more than one
administrator

This scenario shows an example of incident investigation by multiple administrators.

1)
2)
3)

4)

5)

6)

An administrator creates as Incident Case element.
The administrator delegates work to other administrators.
Each administrator collects data and players, and attaches them to the incident case.

An administrator reacts to contain the incident, for example, by stopping an engine or changing a Firewall
policy.

An administrator might try to eradicate the problem, for example, by installing software patches or updating
anti-malware programs.

®  The administrator can write a new comment in the incident journal to inform the other administrators
about what has been done.

When the problem is resolved, the administrator closes the incident case.

Example: Investigation of a false positive

This scenario shows an example of an incident investigation of a false positive.

1)
2)

3)

The administrator creates an Incident Case element.
While collecting data, the administrator discovers that the suspicious event was not a real problem.

The administrator closes the incident case as a false positive.
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Example: Investigation of suspected backdoor
traffic

This scenario shows an example of incident investigation of a compromised server.

The administrator receives an IPS alert that there is active two-way backdoor traffic between a server in the
organization's internal network and an unknown host in the Internet. The administrator then:

1) Opens an Incident Case to help manage this incident.

2) Searches for previous logs from the Firewall and IPS engines to identify the vulnerability that allowed the
server to be compromised.

3) Attaches the relevant logs to the incident case.
4) Reinstalls the server, and installs patches to prevent the same vulnerability from being exploited again.

5) Closes the incident case.
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Part V
Controlling NGFW Engines

m  Controlling NGFW Engine operation on page 341

®  Working on the NGFW Engine command line on page 353

You can command and set options for engines through the Management Client or on the engine command line. You
can also stop traffic manually.
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Chapter 19

Controlling NGFW Engine
operation

Commanding NGFW Engines remotely on page 341
Set NGFW Engine options on page 346

Change a NetLink state manually on page 350
Disable cluster nodes temporarily on page 350
Re-enable disabled cluster nodes on page 351
Editing NGFW Engine configurations on page 352

You can command and set options for Firewall engines, Layer 2 Firewall engines, IPS engines, Master NGFW Engines,
Virtual Firewalls, Virtual IPS engines, and Virtual Layer 2 Firewalls through the Management Client.

Commanding NGFW Engines remotely

You can send commands to NGFW Engines remotely through the Management Client.

You can control Firewalls, Layer 2 Firewalls, IPS engines, Master NGFW Engines, Virtual Firewalls, Virtual IPS
engines, and Virtual Layer 2 Firewalls through each engine element’s right-click menu. The commands available
depend on the type of component. In a cluster, the commands that affect the operating state of the engines can
only be given to the individual nodes, not to the whole cluster.

You can also give commands and set options for more than one engine at a time by Shift-selecting or Ctrl-
selecting the elements.

E Note
| 4

For abnormal situations, there are limited tools for giving some basic commands (such as go online
or offline) through the engine's command line interface. Under normal circumstances, you should
control the engines remotely through the Management Client.

Turn NGFW Engines online

You can turn engines in the offline state online through the right-click menu.

When engines are in the offline state, the status icon is blue and the status text reads offline. You can turn
engines online if there are no configuration issues that would prevent the node or cluster from operating normally.
Typical issues that can prevent a node from going online include policy issues, automatic tests failing, or
heartbeat connection problems between nodes in clusters.
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E Note
| 4

You might also be able to give commands to nodes in the unknown state (gray icon), but you might
not see a change of status. Because the actual operating status is not available, the node might
already be online. In this case, you might receive an error if you try to command the node online.

E Note
| 4

If the cluster is set to standby mode, only one node at a time can be online. Commanding a standby
node online switches the current online node to standby.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select ft Home.
2) Browse to Engines, then expand the nodes of the engine that you want to turn online.
3) Right-click the engine node, then select Commands > Go Online or Commands > Lock Online.

4) (Optional) In the Confirmation dialog box that opens, enter an Audit Comment.
The comment is included in the audit log entry that is generated.

5) Click Yes.
The engine is turned online shortly.

Related tasks

Adjust general Firewall clustering options on page 659

Adjust IPS clustering options on page 661

Adjust Layer 2 Firewall clustering options on page 662

Adjust general Master NGFW Engine clustering options on page 663
Troubleshoot NGFW Engines that do not go or stay online on page 1345

Turn NGFW Engines offline

In the offline state, engines stop processing traffic, but remain otherwise operational and ready to be turned
online again.

Engines in the offline state can be turned on either automatically or by an administrator’'s command, depending
on the configuration.

CAUTION

When you turn a node offline, it stops processing traffic. On Firewalls, Layer 2 Firewalls, and Master
NGFW Engines, traffic is stopped unless other cluster nodes can take over. On Virtual Firewalls,
Virtual IPS engines, and Virtual Layer 2 Firewalls, traffic is always stopped. On IPS engines, the
behavior depends on the Failure Mode of the interfaces.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select ff Home.
2) Browse to Engines, then expand the nodes of the engine that you want to turn offline.
3) Right-click the node, then select Commands > Go Offline or Commands > Lock Offline.

4) (Optional) In the Confirmation dialog box that opens, enter an Audit Comment.
The comment is included in the audit log entry that is generated.

5) Click Yes.
The engine is turned offline shortly.

Related concepts
Configuring interfaces for IPS engines on page 554

Related tasks
Turn NGFW Engines online on page 341

Set nodes to standby mode

When a cluster runs in standby mode, only one node at a time processes traffic. The other running nodes are on
standby.

Standby nodes monitor the traffic so that they can take over if the active node fails. Only one node at a time is
in the online state, and the rest are either in the standby or offline state. When you command an online node to
standby, a standby node in the cluster (if there is one) automatically goes online to take over the traffic.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select ff Home.
2) Browse to Engines, then expand the nodes of the engine that you want to set to standby mode.
3) Right-click a node, then select Commands > Standby.

4) (Optional) In the Confirmation dialog box that opens, enter an Audit Comment.
The comment is included in the audit log entry that is generated.

5) Click Yes.
The node is set to standby mode shortly.
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Related concepts
Getting started with advanced NGFW Engine settings on page 657

Reboot nodes

In rare cases, you might need to reboot Forcepoint NGFW nodes.

CAUTION

If you are rebooting a cluster, reboot the nodes one by one to avoid breaks in service. If you
command all nodes to reboot, all nodes reboot at the same time.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select i Home.
2) Browse to Engines, then expand the nodes of the engine that you want to reboot.

3) Right-click the node, then select Commands > Reboot.

Next steps

Monitor the rebooting process by following the changes in the status of the element.

Power off the NGFW Engine

If needed, you can power off the NGFW Engine.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select f# Home.
2) Browse to NGFW Engines, then expand the nodes of the NGFW Engine that you want to power off.

3) Right-click the node, then select Commands > Power Off.
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Reset the NGFW appliance to factory settings

If needed, you can reset the NGFW appliance to factory settings. To make sure that confidential information is
removed, the stored data can be overwritten multiple times.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select ft Home.

2) Browse to NGFW Engines, then expand the nodes of the NGFW Engine that you want to reset.
3) Right-click the node, then select Commands > Reset to Factory Settings.

4) Enter how many times you want the stored data on the file system to be overwritten.

5) Click OK.

Refresh the currently installed policy

You can reinstall the currently installed policy of one or more components to transfer configuration changes since
the last policy installation.

Each type of NGFW Engine has its own type of policy. Inspection Policies are used by all types of NGFW
Engines.

E Note
| 4

In clusters, all nodes must be either operational or explicitly disabled for the policy installation to
succeed.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.
2) Right-click the NGFW Engine, then select Current Policy > Refresh.

3) Click OK.

Related concepts
Getting started with policies on page 773

Related tasks
Disable cluster nodes temporarily on page 350
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Remove Virtual NGFW Engines from Master
NGFW Engines

You can remove a Virtual NGFW Engine from a Master NGFW Engine if the Virtual NGFW Engine is no longer
needed.

When you remove a Virtual NGFW Engine from a Master NGFW Engine, the Virtual NGFW Engine goes offline
and stops processing traffic. The Virtual NGFW Engine element is kept in the Security Management Center. You
can associate the Virtual NGFW Engine with a different Virtual Resource to activate the Virtual NGFW Engine on
a different Master NGFW Engine. The Master NGFW Engine must host Virtual NGFW Engines in the same role
as the Virtual NGFW Engine you want to activate.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Right-click the Virtual NGFW Engine, then select Commands > Remove Virtual Engine from Master
NGFW Engine.

A new tab opens to show the progress of the operation. The Virtual NGFW Engine is removed from the
Master NGFW Engine.

Set NGFW Engine options

You can set options for Firewalls, Layer 2 Firewalls, IPS engines, Master NGFW Engines, Virtual Firewalls, Virtual
IPS engines, and Virtual Layer 2 Firewalls through the Management Client.

Enable or disable status monitoring

By default, monitoring is automatically activated for all engines, but can be turned off as necessary.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.
2) Right-click the NGFW Engine, then select Options.

3) Deselect or select Monitored.
Shortly, the status changes to Not Monitored and the icons associated with the element turn white.

Related concepts
Getting started with monitoring the system on page 189
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Enable or disable diagnostics

Diagnostics mode provides more detailed log data for troubleshooting purposes.

E Note
| 4

Disable the diagnostics after troubleshooting to avoid overloading the Log Server with log data.

Steps ® For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Right-click the NGFW Engine, then select Options > Diagnostics.

3) Select or deselect the Enable diagnostic logs for the selected features option at the top of the dialog box.
4) Select the features for which you want diagnostic log data on the engine when diagnostics are enabled.

5) Click OK.
The changes are applied immediately.

Related concepts
Getting started with the Logs view on page 249

Enable or disable user database replication

You can enable or disable the replication of the Management Server’s internal LDAP database to a Firewall
engine or a Master NGFW Engine.

The Management Server's internal LDAP database stores accounts for end users for authentication purposes.
Firewall engines have a local replica of the Management Server’s internal LDAP database. By default, all
changes are immediately replicated from the Management Server’s internal LDAP database to the local replicas
on Firewall engines.

Master NGFW Engines have one combined local replica of the Management Server’s internal LDAP database
for each Domain in which a Virtual NGFW Engine has users in the internal LDAP database. By default, changes
are replicated from the Management Server’s database to the local replicas on the Master NGFW Engines. The
information that is replicated to Master NGFW Engines depends on the User Authentication configuration of the
Virtual NGFW Engines.

E Note
| 4

Changing the replication of the Management Server’s internal LDAP database for a Master NGFW
Engine also changes the replication of the Management Server’s internal LDAP database for all
Virtual NGFW Engines hosted by the Master NGFW Engine.
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.
2) Right-click the NGFW Engine, then select Options.

3) Select or deselect User DB Replication.

Related concepts
Getting started with directory servers on page 1059

Enable or disable status surveillance

Status surveillance generates an alert when engines change to an unknown state.

By default, there is no warning to administrators if the status of the engines changes to an unknown state. You
can optionally activate the status surveillance feature. The status surveillance feature generates an alert if a
single engine or none of the engines in a cluster do not send a status update for 15 minutes.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.
2) Right-click the NGFW Engine, then select Options.
3) Select or deselect Status Surveillance.

Next steps

Make sure that System Alerts are escalated so that the notification is sent if status surveillance detects a failure.

Related concepts
Alert escalation and how it works on page 389

Enable or disable SSH access

Secure remote access to the engines is provided by the SSH daemon process. This process can be started and
stopped remotely.

For maximum security, we recommend disabling SSH access whenever it is not used.
Alternatively, you can enable and disable SSH access when logged on to the node.

SSH uses TCP port 22. Make sure that the connections are allowed in the policies of any Firewalls or Layer 2
Firewalls involved in the communications (including the Firewall or Layer 2 Firewall that you are trying to contact).
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Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select ff Home.

2) Browse to Engines, then expand the nodes of the engine for which you want to enable or disable SSH
access.

3) Right-click a node, then select Commands > Enable SSH or Commands > Disable SSH.

Result

The SSH process is started or stopped on the engine.

Related tasks
Configuring SSH access to the SMC Appliance on page 138
Reconfigure NGFW Engine settings on page 355

Change the NGFW Engine root password

The password for access to the NGFW Engine command line can be changed remotely through the Management
Client.

The user account for accessing the command line is always root. Alternatively, if you remember the old password,
you can change the password when logged on to the node.

Steps O For more details about the product and how to configure features, click Help or press F1.

1) Select f# Home.
2) Browse to Engines, then expand the nodes of the engine for which you want to change the root password.
3) Right-click a node, then select Commands > Change Password.

4) Enter the new password in both fields, then click OK.
The new password is effective immediately.

Related tasks
Reconfigure NGFW Engine settings on page 355
Change your own local NGFW Engine password on page 378
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Change a NetLink state manually

You can manually command NetLinks to the Active or Standby state.

To change a NetLink’s state, it must be operational. You cannot send commands to NetLinks that have the
unknown (gray) status.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select ft Home.
2) Browse to Others > Multi-Link.

3) Expand the firewall, right-click the NetLink whose state you want to change, then select a command from the
Commands menu.

Related tasks
Create NetLink elements for Multi-Link configuration on page 717

Disable cluster nodes temporarily

Disabling a cluster node allows continued management of the other cluster members if one node goes out of
operation.

You can disable nodes in Firewall Clusters, IPS Clusters, Layer 2 Firewall Clusters, or Master NGFW Engines.
When you disable a node, you can physically remove it from the cluster without removing its definition from the
system.

Disabling a node indicates to the other nodes and the Management Server that it is not necessary to try to
contact it. Disabling a node prevents unnecessary communication attempts, alerts, and test failures. Disabling
a node also allows policy installations on the other nodes when one node is shut down or malfunctions. No
commands can be sent to a disabled node and no monitoring information is available for it.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Turn off the cluster node that you want to disable.

2) In the Management Client, select #. Configuration.

3) Right-click the NGFW Engine, then select Edit <element type>.

4) In the navigation pane on the left, browse to General > Clustering.

5) Inthe Nodes table, select Disabled for the nodes you want to disable.
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6)

Click ¥ Save and Refresh.

Related tasks
Re-enable disabled cluster nodes on page 351

Re-enable disabled cluster nodes

You can re-enable nodes in a cluster that you have temporarily disabled.

When a Firewall Cluster, IPS Cluster, Layer 2 Firewall Cluster, or Master NGFW Engine node has been disabled,
its configuration is typically made obsolete by policy installations done on the other cluster nodes. Having an
obsolete configuration prevents the node from operating normally and might in some cases disturb the operation
of the whole cluster.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

(Recommended) Before connecting the disabled node (the same physical device or a replacement), set the
node to the initial configuration state using the NGFW Configuration Wizard (sg-reconfigure) on the engine
command line.

E Note
4

If you reintroduce a disabled node that has a working configuration, the node must receive the
heartbeat traffic from other nodes and accept it (based on certificates). Otherwise, the node
considers itself the only available cluster member and goes online. Cluster nodes that do not
communicate with each other might prevent the whole cluster from processing traffic.

In the Management Client, select ©. Configuration.

Right-click the NGFW Engine, then select Edit <element type>.

In the navigation pane on the left, browse to General > Clustering.

Deselect the Disabled option in the Nodes table for the nodes you want to re-enable, then click OK.

Click W Save and Refresh to ensure that all nodes have the same configuration.

E Note
4

If the policy installation is unsuccessful, return the previously disabled node to the initial
configuration state.

(Optional) In the Home view, right-click the node, then select Commands > Go Online or Commands >
Standby to return the node to operation.

The node is set to online or standby mode shortly.
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Related tasks
Reconfigure NGFW Engine settings on page 355

Editing NGFW Engine configurations

The NGFW Engines can be configured in various ways.

®m  The network card drivers, mapping of physical interfaces on the network cards to Interface IDs, and speed/
duplex settings are defined using the NGFW Configuration Wizard. You can use the NGFW Configuration
Wizard on the engine command line or in a web browser.

m  Other engine-specific settings are defined in the Engine Editor in the Management Client.

Related concepts
Editing existing NGFW Engines on page 488

Related tasks

Disable cluster nodes temporarily on page 350

Re-enable disabled cluster nodes on page 351

Reconfigure NGFW Engine settings on page 355

Convert a Single Firewall to a Firewall Cluster on page 494

Convert a Single IPS engine to an IPS Cluster on page 495

Convert a Single Layer 2 Firewall to a Layer 2 Firewall Cluster on page 497
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Chapter 20

Working on the NGFW Engine
command line

®m  Considerations for working on the NGFW Engine command line on page 353
®  Access the NGFW Engine command line on page 354

®  Reconfigure NGFW Engine settings on page 355

m  Create NGFW Engine scripts on page 357

B Send commands to Virtual NGFW Engines on page 358

Although the engines are managed remotely, some operations on the Linux command line on the engines are useful
for troubleshooting and local maintenance operations.

Considerations for working on the
NGFW Engine command line

Nearly all engine configuration is done through the Management Client, but some engine settings and options
must be defined and configured on the command line.

What you can do on the NGFW Engine command line

m  Reconfigure the engine’s keyboard layout, time zone, network card settings, and network card to Interface ID
mapping.

m  Create scripts that run when the engine changes its state.

m  Establish contact between the engine and the Management Server.

= Manually revert to the previous configuration.

®  Run various troubleshooting tools, both general and specific to Forcepoint NGFW.

Limitations of the NGFW Engine command line

Changes made on the engine command line apply only to the node on which they were made. If you want to
change settings for other engines, such as all nodes in a cluster, you must make the same changes separately on
the command line of each engine.

Some engine configuration options, such as network interface settings, cannot be changed through an SSH
console. To be able to change these settings, you must connect using a serial cable or connect a display and
keyboard directly to the engine hardware.
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The Management Server contact settings that are displayed in the NGFW Configuration Wizard (sg-reconfigure)
do not show the engine’s actual working configuration (transferred whenever the engine’s policy is installed or
refreshed). The NGFW Configuration Wizard displays the values that were set when the node was initialized.

If you are not a root user on the engine, your permissions to execute commands might be limited. This might be
the case if your SMC account has been replicated on the engine and your permissions have been limited in the
local sudo configuration file.

What do | need to know before | begin?

All command-line tools that are available for single NGFW Engines are also available for Virtual NGFW Engines
that have the same role. However, there is no direct access to the command line of Virtual NGFW Engines.
Commands to Virtual NGFW Engines must be sent from the command line of the Master NGFW Engine that
hosts the Virtual NGFW Engines.

Related tasks

Send commands to Virtual NGFW Engines on page 358
Access the NGFW Engine command line on page 354
Reconfigure NGFW Engine settings on page 355
Create NGFW Engine scripts on page 357

Access the NGFW Engine command line

There are several ways you can connect to the NGFW Engine and access the NGFW Engine command line.

Steps

1) Connect to the NGFW Engine in one of the following ways:
®m  Physically using a serial cable and a terminal console program with these settings:
m Bits per second — 115,200
= Data bits — 8
®m Parity — None
= Stop bits — 1.

E Note
4

The serial console port speed is 115,200 bps in most NGFW appliances. The speed is 9600
bps in older NGFW appliance models. See the hardware guide for your NGFW appliance
model for more information.

®  Physically using a monitor and keyboard connected directly to the appliance.

®  Remotely using an SSH client. SSH access to the NGFW Engine can be enabled and disabled through
the Management Client.

2) If you have root administrator permissions, log on and enter the NGFW Engine password.
If you forget the password, you can change it in the Management Client.
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3)

If you do not have root permissions and your administrator account has been replicated on the NGFW
Engine, log on using your administrator user name and personal password for the NGFW Engine.

If you forget the NGFW Engine-specific password, ask an SMC administrator with Manage Administrators
rights to create you a new one in the Management Client.

Related tasks

Enable or disable SSH access on page 348

Change the NGFW Engine root password on page 349
Reconfigure NGFW Engine settings on page 355
Create NGFW Engine scripts on page 357

Reconfigure NGFW Engine settings

On the command line of the NGFW Engine, you can use the NGFW Configuration Wizard to change settings that
were defined during the installation of the NGFW Engine.

The NGFW Configuration Wizard also allows you to re-establish a trust relationship between the NGFW Engine
and the Management Server if the trust is lost.

E Note
| 4

On NGFW Engines that are fully configured, you can change each setting individually without
changing the other settings. All steps are optional.

Steps

1)

2)

3)

Start the NGFW Configuration Wizard using one of the following commands:

B sg-reconfigure --no-shutdown — The NGFW Configuration Wizard starts without shutting down the
NGFW Engine. You cannot change network interface settings in this mode.

B sg-reconfigure — The NGFW Engine shuts down and the NGFW Configuration Wizard starts. All
options are available if you have a local connection. If you have a remote SSH connection, you cannot
change network interface settings.

Change the general settings.

®  Change the keyboard layout for command-line use.

®  Change the time zone for command-line use.

®m  Change the host name of the engine.

m Enable or disable SSH access to the engine command line.

E Note
4

Unless you have a specific reason to enable SSH access to the engine command line, we
recommend leaving it disabled.

Change the password for the root user account.

a) Highlight Change, then press Enter.
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4)

5)

6)

b) Enter and confirm the new password for the root user account.

c) Highlight OK, then press Enter.

Change the bootloader password.

a) Highlight Change, then press Enter.
b) Enter and confirm the new bootloader password.

c) Highlight OK, then press Enter.

Change the network card settings and the mapping of network cards to Interface IDs.

Change the settings on the Prepare for Management Contact screen.

E Note
4

The Management Server contact details are not used by the NGFW Engine after a policy has

been installed from the Management Server. They are shown for your reference only.

®  To re-establish the trust relationship between the NGFW Engine and the Management Server, select

Contact Management Server, then enter a new one-time password.

Select this option when you want to replace a missing or expired certificate, or if the trust relationship
with the Management Server is lost for any other reason, such as changing the Management Server’s IP

address.

CAUTION

If there is a Firewall or Layer 2 Firewall between a remote NGFW Engine and the
Management Server, you must allow the connection in the Firewall or Layer 2 Firewall
Access rules. If there is a NAT device between a remote NGFW Engine and the
Management Server, you must also configure NAT rules for the connection in the Firewall
Policy. Otherwise, the NGFW Engine cannot contact the Management Server.

= To reset the NGFW Engine to the post-installation state, select Switch to Initial Configuration.

CAUTION

Selecting this option removes all configuration and policy information that has been
transferred to the NGFW Engine. The post-installation state uses a policy that allows
communication only between the NGFW Engine and the Management Server. You must
install a policy on the NGFW Engine before it can be operational again.

Related concepts
Connect NGFW Engines to the SMC on page 613

Related tasks
Access the NGFW Engine command line on page 354
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Related reference
Forcepoint NGFW Engine commands on page 1403

Create NGFW Engine scripts

NGFW Engine scripts run when the NGFW Engine changes its state.

The script names and locations cannot be changed. If the scripts are not found, engine operation continues as
normal. If a script is found, it is executed and a log entry is created. To stop scripts from running, you must delete
or move the script.

E Note
| 4

If you want to use a script in a cluster, create or copy the script on all nodes in the cluster. Then all
nodes function in the same way when their state changes.

Steps

1) Create a text file with the commands you want the engine to execute (the first line of the script must be #!/
bin/sh) in one of the following ways:

m Create and edit the script on the engine’s command line using the vi text editor.
m Create and edit the script on a different host and transfer the file to the engine, for example, using SSH.
2) Save the script in the correct folder on the engine.

Possible scripts on the engines

Triggering event Script location and name

Engine operating system boots /data/run-at-boot
Administrator refreshes or installs the policy /data/run-at-policy-apply
Engine enters the Online state /data/run-at-online
Administrator issued the ‘Lock Online’ command /data/run-at-locked-online
Engine enters the Offline state /data/run-at-offline
Administrator issued the ‘Lock Offline’ command /data/run-at-locked-offline
Engine enters the Standby state /data/run-at-standby

3) Make the file executable by typing the following command:
chmod a+x /data/<script name>

Result

The script is executed whenever the engine encounters the triggering event for running the script.
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Related tasks
Access the NGFW Engine command line on page 354

Related reference
Forcepoint NGFW Engine commands on page 1403

Send commands to Virtual NGFW
Engines

Commands to Virtual NGFW Engines are sent from the command line of the Master NGFW Engine that hosts the
Virtual NGFW Engines.

All command-line tools that are available for single NGFW Engines are also available for Virtual NGFW Engines
that have the same role.

Steps

1) Connect to the command line on the Master NGFW Engine.

2) Enter commands in the following format:

se-virtual-engine [options]

Options for se-virtual-engine Command

Option Description

-h | --help Shows the help message for the se-virtual-engine
command.

-1 | --list Lists the active Virtual NGFW Engines.

-v <ID> | Specifies the ID of the Virtual NGFW Engine on

. . which to execute the command.
--virtual-engine=<ID>

-e | --enter Enters the command shell for the Virtual NGFW
Engine specified with the -v or --virtual-engine
option. To exit the command shell, type exit. Using
the command shell is recommended if you want
to send multiple commands to the Virtual NGFW
Engine.

-E “<command [options]>” | Executes the specified command on the Virtual
NGFW Engine specified with the -v or --virtual-
engine option. Executing individual commands

is recommended if you only want to send a few
commands to the Virtual NGFW Engine. You can
also execute individual commands to send the same
command to multiple Virtual NGFW Engines.

--execute="<command [options]>”
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Related tasks
Access the NGFW Engine command line on page 354

Related reference
Forcepoint NGFW Engine commands on page 1403
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Part VI
SMC configuration

Contents

®  Administrator accounts on page 363

m  Alert escalation on page 389

B Domain elements on page 411

m  Setting up the Web Portal on page 423

®  Using the Management Client in a web browser on page 433

B Management Client downloads from the Management Server on page 437
m  Configuring the Log Server on page 439

®m  Configuring SMC servers for high availability on page 451

®m  Reconfiguring the SMC and NGFW Engines on page 463

Security Management Center (SMC) configuration allows you to customize how the SMC components work.
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Chapter 21
Administrator accounts

®m  Getting started with administrator accounts on page 363

B How administrator accounts work on page 364

m  Default administrator account elements on page 365

®  Administrator account configuration overview on page 367

m  Creating Administrator Role and Access Control List elements on page 367

B Add administrator accounts on page 369

®  Enforce an approval workflow on page 372

m  Restrict the log data an administrator can view on page 373

m  Customize log colors for administrators on page 374

®  Replicate administrator accounts on page 375

®  Enable and define password policy settings on page 376

®  Change administrator passwords on page 377

®  Authenticate administrators using RADIUS or TACACS+ methods on page 379
®  Using LDAP authentication for administrators on page 380

m  Authenticate administrators using certificate-based authentication on page 381
®  Disable administrator accounts on page 383

®  Delete administrator accounts on page 383

m APl client accounts and how they work on page 384

®m  Configure SMC API on page 384

Administrator accounts define administrator rights and permissions in the SMC.

Getting started with administrator
accounts

An administrator account specifies the actions for which the administrator has permissions, such as creating
elements and browsing logs.

You can define administrator rights for each administrator. You can give different permissions to each
administrator globally, for specific administrative Domains, for specific groups of elements, and even for individual
elements. Depending on the element, there are different levels of access that you can grant.

The Management Server contains information about all elements to make sure that administrator actions

are limited by the rights defined in the administrator account. Administrators can edit an element only if they

are allowed to edit all configurations where the element is used. The Management Server also prevents
administrators from deleting elements that are still used in some other configuration, from editing the same Policy
element simultaneously, and from making conflicting changes to the same element.
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How administrator accounts can be configured

®m  An unrestricted (superuser) administrator is created during the installation of an SMC Appliance.
= You can configure administrators in the Management Client with these steps:

1) Sets of administrator permissions are defined as reusable lists.
2) Each list of permissions is applied to a specific group of elements.

3) Define the administrator permissions.
Several different pairs of permissions and elements can be applied to a single administrator account.
These permissions can include, for example, viewing access to some elements and editing access to
other elements. You can also create unrestricted accounts for “superusers” that have permissions for any
action on any element. Some maintenance tasks require an unrestricted account.

Command-line administrator rights are available for engines and for the all-in-one SMC Appliance. To log
on to the SMC Appliance command line, Administrators must have SMC Appliance Superuser administrator
permissions. Administrators with unrestricted permissions (superusers) are allowed to log on to the SMC
Appliance command line only if there are no administrators with SMC Appliance Superuser permissions. All
administrator accounts with SMC Appliance Superuser permissions are automatically replicated to the SMC
Appliance and can execute root-level commands using the sudo tool.

In the Management Client, administrator accounts can be configured to replicate to engines. If needed,
administrator accounts can also be granted sudo permission to engines.

How administrator accounts work

Many elements are used in the configuration of administrator accounts, including NGFW Engine, Policy, Access
Control List, Administrator Role, and Filter elements.

Two types of elements represent administrator accounts in the SMC:

®m  Administrator elements define accounts for administrators who are allowed to manage elements through the
Management Client or on the engine and view information in the Web Portal.

®  Web Portal User elements define accounts for users who are allowed to view information in the Web Portal.
The Web Portal Server is a separately licensed component.

E Note
4

Accounts that are used to log on to the Management Client can also be used to log on to the
Web Portal. Web Portal User accounts that can only be used to log on to the Web Portal are
created separately.

The elements used with Administrator elements:
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Elements for administrator account definitions

< NGFW Engines

and Policies

Access Control Lists

and Policies

Administrator Roles L _— ' Q_NGFW Engines

Administrator

Dol
/
/
/

Domains ' Filters

m  Administrator Roles define sets of allowed actions.

m  Access Control Lists contain elements and allow you to more easily apply the Administrator Roles to several
engines and policies. There are some default Access Control List elements that are automatically populated
and can represent additional element types.

® |f an administrator is allowed to view logs, you can use Filters to select which logs are displayed to the
administrator.

= |f you use administrative Domains, you can give administrators access to any number of Domains.

Default administrator account elements

There are several predefined Administrator Roles and Access Control Lists that help you configure Administrator
permissions. You cannot edit the predefined elements.

The following table describes the predefined Administrator Roles that you can optionally use instead of or in
addition to customized Administrator Roles you create. All permissions listed here are always applied to a specific
set of elements that you define.

Predefined administrator roles

Administrator role Permissions given

Editor Editors can:
= View the properties of elements.

®  Send commands to engines, refresh policies, upload policies, and browse logs and
alerts (if applied to components that send logs).

m Create, edit, and delete elements.
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Administrator role Permissions given

NSX Role This role is a specialized role that is intended only for deploying NGFW Engines using
NSX.
Operator Operators can:

= View the properties of elements.

®  Send commands to engines, refresh policies, upload policies, and browse logs and
alerts (if applied to components that send logs).

Owner When an administrator creates an element, the administrator is automatically set as an
owner of that element. Owners can:

m View the properties of elements.
m Create, edit, and delete elements.

Viewer View the properties of elements.

All elements automatically belong to one or several predefined Access Control List elements in addition to the
Access Control Lists you create yourself.

Predefined Access Control List elements

Access Control List Description

All Elements All elements that are defined in the system.

All Domains All Domain elements in the system. Can be used with Administrator
elements only if Domain elements have been configured.

All Administrators All elements of the type mentioned in the name of the Access Control List.

All API Clients

All Cloud Elements

All Firewall Policies

All Firewalls

All Incident Cases

All Inspection Policies

All IPS Engines

Al IPS Policies

All Layer 2 Firewall Policies

All Layer 2 Firewalls

All Layer 2 Interface Policies

All Third Party Devices

All Web Portal Users

All SSL VPN Gateways Legacy SSL VPN Gateway elements.
All Simple Elements All elements except elements that have a dedicated system Access
Control List.
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The contents of the Access Control Lists are Domain-specific if Domain elements have been configured in
the system. For example, in the Shared Domain, ALL IPS Policies refers to all IPS Policies that belong to the
Shared Domain.

Administrator account configuration
overview

You must configure an administrator account for each administrator. You can create customized task and element
lists that can be used to define permissions for administrators.

Follow these general steps to configure administrator accounts:

1) (Optional) Define customized reusable lists of allowed tasks for accounts with restricted permissions.
2) (Optional) Define customized reusable lists of elements for defining access rights for restricted accounts.
3) Create an administrator account for each administrator.

4) (Optional) Configure the password policy requirements for administrator passwords.

CAUTION

Do not use shared accounts. Using shared accounts makes auditing difficult and can make it difficult
to discover security breaches.

Related tasks

Create Administrator Role elements on page 368

Create Access Control List elements on page 369

Add administrator accounts on page 369

Enable and define password policy settings on page 376

Creating Administrator Role and Access
Control List elements

You can use Administrator Role and Access Control List elements in accounts that define restricted administrator
permissions.

You can either use the predefined Administrator Roles and Access Control Lists or create custom ones.

Related tasks
Create Administrator Role elements on page 368
Create Access Control List elements on page 369
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Create Administrator Role elements

Administrator Role elements specify a restricted set of permissions that include the right to create, edit, and
delete elements.

Each administrator can have several different Administrator Roles applied to different sets of elements. There
are some default Administrator Roles, but if you want to customize the permissions in any way, you must create
custom Administrator Role elements. The Administrator Role contains a fixed list of permissions that you can
activate.

Important

Select only the minimum necessary permissions for each role. Administrators who are allowed to
edit administrator accounts can freely give themselves any permissions.

CAUTION

Changes made to an Administrator Role are applied immediately to every administrator account that
uses the role (possibly including the account you are currently logged on with). Make sure that the
permissions are correct before you apply changes to existing Administrator Roles.

If you change the permissions for existing administrator accounts, the administrators are notified that their
permissions have changed the next time that they log on to the Management Client.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Right-click Access Rights and select New > Administrator Role or right-click an existing Administrator
Role to edit and select Properties.

3) (New Administrator Role only) In the Name field, enter a unique.
4) Select the permissions that are applied to the elements selected for the role.

5) Click OK.

Related concepts
Traffic captures and how they work on page 224

Related tasks
Create Access Control List elements on page 369
Add administrator accounts on page 369
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Create Access Control List elements

An Access Control List defines a group of granted elements for which an administrator has rights.

If an Administrator Role gives the rights to install policies and browse logs and alerts, you must apply the
Administrator Role to NGFW Engines in the Administrator element. The Access Control Lists that you create can
include engines and policies.

The predefined Access Control Lists (in Administration > Access Rights > Access Control Lists) allow you
to give access to all elements of a certain type. When you create an element, it is automatically added to the
relevant default Access Control List. For example, a new Firewall element is automatically included both in the
ALL Elements and ALL Firewalls Access Control Lists.

E Note
| 4

You must create custom Access Control Lists if you want to give access to a limited number of
elements within one type.

If you change the permissions for existing administrator accounts, the administrators are notified that their
permissions have changed the next time that they log on to the Management Client.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Right-click Access Rights and select New > Access Control List or right-click an existing Access Control
List and select Properties.

3) (New Access Control List only) In the Name field, enter a unique name.

4) Select the elements you want to add to the Access Control List from Resources and click Add.
The selected elements are added to the Granted Elements list in the right pane.

5) Click OK.

Related tasks
Add administrator accounts on page 369
Define administrator permissions for NGFW Engines on page 628

Add administrator accounts

Administrator elements represent administrator accounts in the SMC. Administrators configure and monitor the
SMC and the NGFW Engines.

An account with unrestricted permissions is automatically created during installation to guarantee that a
superuser account is available in the SMC. With this first account, you can create the necessary administrator
accounts for daily management tasks. For the SMC Appliance, the account created during installation is also a
user for the appliance.
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The administrator accounts for the users of the optional Web Portal are defined with Web Portal User elements.
All other administrator accounts are defined with Administrator elements.

There are several ways to authenticate administrator logons:

B You can authenticate administrators using a password stored in the internal database of the SMC.
B You can use a RADIUS or TACACS+ authentication method provided by an external authentication server.

® You can authenticate administrators using simple password authentication against integrated external LDAP
databases.

® You can authenticate administrators using an X.509 certificate stored in the Windows certificate store or on a
smart card, such as a Common Access Card (CAC).

E Note
4

Certificate-based authentication is not supported for Web Portal Users.

E Note
| 4

We highly recommend that you define a unique administrator account for each administrator. Using
shared accounts makes auditing difficult and can make it difficult to discover security breaches.

There are two general permission levels for the administrators:

®  Unrestricted permissions give the administrators the right to manage all elements without restriction, and the
right to run scripts that require the administrators to authenticate themselves.

Administrators with unrestricted permissions can optionally also have SMC Appliance Superuser permissions
that allow the administrators to log on to the SMC Appliance command line.

m  Restricted permissions allow you to define the administrator’s rights in detail using the Administrator Roles
with individual elements and Access Control Lists.

If you change the permissions for existing administrator accounts, the administrators are notified that their
permissions have changed the next time that they log on to the Management Client.

If you use administrative Domains, there are some more considerations:

= You must create administrator accounts with unrestricted permissions in the Shared Domain.
®  You must select Domains for each administrator role.
m Restricted accounts in the Shared Domain cannot access elements from any other Domains.

m Restricted accounts in other Domains can be granted elements that belong to the Shared Domain. However,
the granted elements must belong to a Domain that is allowed for the administrator role selected for the
account. For example, an administrator account in another Domain has the operator role in the Shared
Domain. The administrator can be granted a policy template from the Shared Domain. The administrator can
view the full contents of the policy.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Right-click Access Rights and select New > Administrator.

3) From the Type drop-down list, select where the administrator account is stored.
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4)

5)

6)

7)

8)

9)

If you selected Linked to LDAP, select the user and user group in the integrated external LDAP directory
to which the administrator account is linked.

a) Click Select next to the User field, then select a User element.

b) (Optional) Click Select next to the Group field, then select the User Group to which the User element
must belong for SMC access to be allowed.

(When Local is selected) In the Name field, enter a unique name.

The administrator uses this user name to log on to the Management Client. For administrator accounts that
are linked to user accounts in an integrated external LDAP directory, the name is filled in automatically.

To authenticate administrator logons using a user name and password on the Management Server,
configure these options.

a) From the Authentication drop-down list, select Local Username and Password.

b) Inthe Password fields, enter and confirm the password, or click Generate Password to generate a
temporary random password.

Generated passwords are one-time passwords. The administrator is automatically prompted to enter a
new password at the first logon.

E Note
4

If you replicate administrator accounts as local accounts on engines, you must define a
separate password for the local engine accounts.

c) (Optional, manually entered passwords) To require the administrator to enter a new password at the
first logon, select Require Administrator to Change Password at First Logon.

To authenticate administrator logons using RADIUS or TACACS+ authentication by an external
authentication server, configure these options.

a) From the Authentication drop-down list, select RADIUS or TACACS+.

b) From the Authentication Method drop-down list, select an Authentication Method element, or click
Select to select a different Authentication Method element.

To authenticate administrator logons using simple password authentication against an integrated external
LDAP database, select LDAP.

To authenticate administrator logons using certificate-based authentication, configure these options.

a) From the Authentication drop-down list, select Client Certificate.

b) From the Client Identity Type drop-down list, select the certificate field that is used to identify the
administrator.

c) Specify the value of the certificate field in one of the following ways:
= In the Identity Value field, enter the value of the certificate field.
m Click Fetch From Certificate, then import the certificate to get the value from the certificate.
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10)  On the Permissions tab, define the administrator permissions.

CAUTION

Select only the minimum necessary permissions for each Administrator account.

11)  For administrator accounts with restricted permissions, define the rights and granted elements.

a)

b)
c)

d)

f)

Click Add Role.
A new Administrator Role appears in the list.

Click the Role cell and select the administrator role that defines the rights you want to set.
Right-click the Granted Elements cell for the role and select Edit Granted Elements.

Select the elements to which the rights granted by the administrator role apply.

The Set to ALL action depends on the type of elements. For example, if you browse to Firewalls

and click Set to ALL, the item All Firewalls is added. You can also select one or more predefined or
user-created Access Control Lists. Simple elements includes all elements except elements that have
a dedicated system Access Control List. For example, there are dedicated Access Control Lists for
different types of NGFW Engines and their policies.

(Optional) If Domain elements have been configured, click the Domains cell to select the Domains in
which the rights granted by the administrator role and the selected elements apply.

(Optional) If Domain elements have been configured, leave Allow Administrators to Log On to the
Shared Domain selected to allow the administrator to log on to the Shared Domain. Otherwise, the
administrator is only allowed to log on to the specified Domains.

12)  Click OK.

Related concepts

The Domain Overview on page 190

Creating Administrator Role and Access Control List elements on page 367
Getting started with Domain elements on page 411

Related tasks
Enable and define password policy settings on page 376
Authenticate administrators using RADIUS or TACACS+ methods on page 379

Enforce an approval workflow

You can optionally enable an approval workflow in which an administrator must approve changes before they are
committed and transferred to the engines.

Administrators with the following permissions can view the changes, approve the changes, and transfer the
configurations to the engines:
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= Administrators that have the Approve Changes permission

®  Administrators with unrestricted permissions (superusers)

By default, the same administrator who made the changes cannot approve the changes. You can optionally allow
administrators to approve their own changes.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Global System Properties.
2) Onthe Change Management tab, select Require Approval for Changes in NGFW Engine Configuration.

3) Click OK.

Related tasks
View, approve, and commit pending changes on page 108

Restrict the log data an administrator
can view

If an administrator is allowed to view logs and alerts, you apply local filters to the log data before it is displayed to
the administrator.

The filters that you create here are specific only to the Administrator element in question, unless you save them
as permanent Filter elements.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select & Configuration, then browse to Administration.

2) Expand the Access Rights branch and click Administrators.
3) Right-click the Administrator and select Properties.

4) Click the Permissions tab.

5) Under Log Filters, click Select.

6) Define the Local Filter's properties.

7) Click OK.
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Related concepts
Getting started with filtering data on page 299
Creating and editing local filters on page 303

Related tasks

Save local filters as permanent Filter elements on page 306
Add administrator accounts on page 369

Customize log colors for administrators on page 374

Customize log colors for administrators

By default, certain logs are shown with a colored background in the Logs view. Using administrator-specific log
colors makes it easier to draw the administrator’s attention to particular logs.

You can customize the default log colors used by default in all administrator accounts or define administrator-
specific log colors in the Administrator element’s properties. To use customized colors for logs, you must also
create one or more filters that match those logs. Only administrators with the right to manage administrator
accounts can customize log colors.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Expand the Access Rights branch and click Administrators.

3) Right-click the Administrator and select Properties.

4) In the Administrator Properties dialog box, click the Color Filters tab.
5) Select the log type for which you want to change color filters.

6) (Optional) To add a new filter for a log type, click Add and double-click the Filter cell in the new color filter
row.

7) Select the color.

®  Double-click the Color cell of the filter for which you want to change the color and select a color from the
palette.

m Click More Colors to select a custom color.

The selected colors are assigned to the filters and they are used whenever logs match the filter.

8) Click OK.
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Related concepts
Creating and editing local filters on page 303

Related tasks
Disable administrator accounts on page 383
Monitor administrator actions on page 223

Replicate administrator accounts

You can replicate SMC administrator accounts as local administrator accounts on selected engines. This enables
several administrators to access an engine locally with the security privileges of the root user.

Before you begin

Before replication, each administrator must have an existing SMC administrator account. However, they
must not have existing accounts on the engine.

Several administrators might need to access a single engine for troubleshooting or for configuring features that
are not yet available through the Management Client. It is a good security practice to create each of them a
separate account with a personal password and permissions. This practice enables more granular and accurate
auditing as well.

The root administrator can limit and configure the engine administrators' permissions individually in the local
engine sudo security policy. When an administrator is allowed to use sudo commands to execute root-level
commands on the engine, by default all commands are allowed on the engine. You can limit the commands
allowed for an administrator by editing the configuration for the sudo package. Engine configuration files for sudo
are in the /data/config/sudoers.d/ directory on the engine.

E Note
| 4

Administrator Permissions and Roles or other configurations done in the Management Client are not
replicated on the engine.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Expand the Access Rights branch and click Administrators.
3) Right-click the Administrator and select Properties.

4) Click the Account Replication tab.

5) Select Replicate Account on Selected Engines.
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6) (Optional) To allow the use of sudo commands to execute root-level commands, select Allow executing
root-level commands with the sudo tool.

7) In the Password field, enter the password and confirm it in the Confirm field. You can also click Generate
Password to generate a random 7-digit alphanumeric password.

8) To select the NGFW Engines elements where the accounts are replicated to, click Add.

9) Select Access Control Lists, Domains, or NGFW Engines and then select the element by clicking
Select.

10)  Click OK.

Result

The administrator account is replicated on the engines if the engines are online and have a connection to the
Management Server.

Enable and define password policy
settings

If you authenticate administrators or Web Portal users with internal authentication, you can enforce a password

policy.

Before you begin

You must be logged on using an administrator account with sufficient permissions to change the
password policy settings. Permissions to manage Administrator elements or unrestricted permissions
are required. If administrative Domains are configured, you must be logged on to the Shared Domain.

The settings in the password policy are applied to all administrator and Web Portal user accounts defined using
Administrator and Web Portal User elements.

You can define the following settings in the password policy:

m  Session limits and idle timeouts

m Restrictions on failed logon attempts

®  Automatic disabling of inactive accounts

®  Requirements for password age and expiration

®  Requirements for password strength

E

Note

If you have previously changed the default password policy settings in the SGConfiguration.txt file,
the settings are automatically applied on the Password Policy tab. Any further modifications you
make to the SGConfiguration.txt file have no effect.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1)
2)

3)

4)

5)

Select = Menu > System Tools > Global System Properties.
Click the Password Policy tab.

Select Enforce Password Settings for All the Administrators and Web Portal Users.

E Note
4

The password policy is enforced by default.

Select the password policy settings.

For information about the options that you must select in a Common Criteria certification environment, see
the Common Criteria Certification User’s Guide.

Click OK.

Change administrator passwords

If you have not configured administrator passwords to automatically expire, we recommend that you change
administrator passwords regularly.

Related tasks
Enable and define password policy settings on page 376

Change passwords of other administrators

An administrator who has the right to manage administrator accounts can change any other administrator’s
password.

StepS ® For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)

5)

Select ©. Configuration, then browse to Administration.

Select Access Rights > Administrators or Access Rights > Web Portal Users.
Right-click the Administrator or Web Portal User element and select Properties.
In the Password field, enter and confirm the password.

Click OK.
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Change your own administrator password

All administrators can change their own passwords in the Management Client or the Web Portal.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Password > Change Password.
2) Inthe Old Password field, enter your current password.

3) Inthe New Password field, enter a new password.

4) In the Confirm New Password field, confirm the new password.

5) Click OK.

Change your own local NGFW Engine
password

If administrator accounts have been replicated on engines, administrators can change their own local engine
passwords using the Management Client.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) In the Management Client, select = Menu > System Tools > Password > Change Engine Password.
2) Inthe New Password field, enter a new password.
3) Inthe Confirm New Password field, confirm the new password.

4) Click OK.

Related tasks
Change the NGFW Engine root password on page 349
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Authenticate administrators using
RADIUS or TACACS+ methods

You can authenticate administrators and Web Portal users using RADIUS or TACACS+ authentication methods.

Before you begin

You must have an external authentication server that provides RADIUS or TACACS+ authentication
methods.

The Management Server’s internal user database does not allow external authentication servers to query the
administrator account information. To use external authentication, you must manually create an account both in
the SMC for defining the permissions and in the external directory for logon authentication. The administrator’s
user name for the Management Server and for the directory that the external authentication server uses must
match exactly.

StepS © For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

Add one of the following types of server elements to integrate the external server, then define the shared
secret used in the communications in the server element.

®  Add a RADIUS Authentication Server element, then add a RADIUS Authentication Method.
m  Add a TACACS+ Authentication Server element, then add a TACACS+ Authentication Method.
m  Add an Active Directory Server element, then add a RADIUS Authentication Method.

E Note
4

To use a RADIUS or TACACS+ Authentication Server that has an IPv6 address, the
Management Server must also have an IPv6 address.

Add an Access rule that allows traffic from your Management Server to the external authentication server.
Select #. Configuration, then browse to Network Elements.

Browse to Servers.

Right-click the Management Server, then select Properties.

From the RADIUS Method or TACACS+ Method drop-down list, select the authentication protocol for
authenticating the Management Server’s communications with the external authentication server.

CAUTION

To guarantee the security of the SMC, communications between the Management Server and
the external authentication server must remain confidential. We recommend transferring these
connections over secure networks only.
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7) (RADIUS Authentication Servers only) Set up the external server for use with the Management Server.

a) Define the Management Server as a RADIUS client on your server.

b) Define the same authentication method on your server as you selected in the Management Server
properties in the previous step.

8) In the Management Client, configure RADIUS or TACACS+ authentication in the properties of each
Administrator or Web Portal User account.
a) Select % Configuration, then browse to Administration.
b) Select Access Rights > Administrators.
c) Right-click an Administrator element, then select Properties.

d) From the Authentication drop-down list, select RADIUS or TACACS+.

e) From the Authentication Method drop-down list, select an Authentication Method element, or click
Select to select a different Authentication Method element.

f) Click OK.

Related tasks

Add administrator accounts on page 369

Create Active Directory Server elements on page 1064

Create RADIUS or TACACS+ Authentication Server elements on page 1091
Define Authentication Method elements for external servers on page 1093

Using LDAP authentication for
administrators

When you use LDAP authentication for administrators, administrator accounts are linked to user accounts in an
integrated external directory server. The external directory server where the user accounts are stored verifies the
user credentials.

E Note
| 4

To use LDAP authentication for administrators, you must have an integrated external directory
server where the administrator accounts are stored.

When administrators authenticate to the Management Server, the Management Server sends the user name and
password to the external directory server for authentication. The external directory server checks the user name
and password against the user’s credentials in the directory. If a user group is defined for the administrator, the
external directory server also checks whether the linked user account is still a member of the specified group.
The external directory server responds to the Management Server whether authentication succeeds or fails.
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E Note
| 4

Because the user name and password are sent through the LDAP connection, we recommend using
LDAPS or Start TLS when you use LDAP Authentication.

Authenticate administrators using
certificate-based authentication

You can authenticate administrators using an X.509 certificate stored in the Windows certificate store or on a
smart card, such as a Common Access Card (CAC).

Before you begin

To use smart cards for authentication, you must have smart card reader hardware and software.

To use certificate files for authentication, you must save the certificates in the Windows certificate store.

A client certificate in the Windows certificate store is used for client authentication. There is also a trusted
certificate authority (CA) for the client certificate in the Windows certificate store. There are two ways to store the
private key for the client certificate:

m  The private key can be stored on a smart card, from which the client certificate can be populated to the
Windows certificate store.

® A Windows software provider can be used for key storage.

E Note
| 4

Certificate-based authentication is only supported for Management Clients installed in Windows 10.
Certificate-based authentication is not supported for Web Portal Users.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) To define the certificate that is used to authenticate the Management Server in communications for
certificate-based authentication, create a TLS Credentials element.

You can generate and sign a new certificate request, or import an existing certificate.

The certificate defined in the TLS Credentials element is used for server authentication. The Management
Client validates the server certificate path using the trusted CA certificates in the Windows certificate store.

2) To define the trusted CAs for the Management Server and the client certificates, create a TLS Profile
element.

Make sure that the TLS Profile element includes the trusted CAs for both the Management Server's
certificate and for the client certificates. The trusted CA can be the same for the Management Server's
certificate and for the client certificates.

3) Configure the Management Server for certificate-based authentication.
a) Select % Configuration, then browse to Network Elements.
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4)

5)

b) Select Network Elements > Servers.

c) Right-click the Management Server, then select Properties.

d) Next to the TLS Credentials field, click Select, then select a TLS Credentials element.
e) Next to the TLS Profile field, click Select, then select a TLS Profile element.

f) Click OK.

In the properties of each Administrator, configure certificate-based authentication.
a) Select % Configuration, then browse to Administration.

b) Select Access Rights > Administrators.
c) Right-click an Administrator element, then select Properties.
d) From the Authentication drop-down list, select Client Certificate.

e) From the Client Identity Type drop-down list, select the certificate attribute that is used to identify the
administrator.

f)  Specify the value of the certificate attribute in one of the following ways:

= In the Identity Value field, enter the value of the certificate attribute.
m Click Fetch From Certificate, then import the certificate to get the value from the certificate.

g) Click OK.

If the certificate for the Management Server was not signed using a CA that is already trusted by the
administrators' client operating systems, add the CA that signed the certificate as a trusted CA on each
administrator's computer.

a) Export the CA certificate from the CA that signed the certificate for the Management Server.

b) Import the CA certificate on each administrator's computer.

c) Configure the operating system to trust the CA certificate.

Related concepts
Creating certificates on page 150

Related tasks
Add administrator accounts on page 369
Log on to the SMC using certificate-based authentication on page 103
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Disable administrator accounts

If an administrator account is no longer needed, you can disable the administrator account to remove access for
the administrator.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Expand the Access Rights branch and click Administrators.

3) Right-click the Administrator and select Disable Administrator.
A Confirmation dialog box opens.

4) Click Yes to confirm that you want to disable the Administrator.

The Administrator element is marked as Obsolete and all scheduled Tasks created by the Administrator are
ignored.

Related tasks
Add administrator accounts on page 369
Delete administrator accounts on page 383

Delete administrator accounts

When you permanently delete an administrator account, all history of changes the administrator has made to
elements is also deleted permanently.

Before you begin

You must disable the administrator account before you can delete it.

A history of the changes that an administrator makes to elements is saved in the SMC. If you delete the
administrator account, all history information about the changes the administrator has made is lost. Audit entries
that reference the administrator are preserved.

E Note
| 4

There must be at least one account with unrestricted permissions in the SMC. It is not possible to
delete the last remaining unrestricted account.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Expand the Access Rights branch and click Administrators.

3) Right-click the Administrator element, then select Delete.
A Confirmation dialog box opens.

CAUTION

Deletion is permanent. There is no undo. To recover a deleted administrator account, you must
either recreate it or restore it from a previously created backup that contains the Administrator
element.

4) Click Yes.
The Administrator element is permanently deleted.

Related tasks
Disable administrator accounts on page 383
Restore elements from the Trash on page 178

API client accounts and how they work

You can use the application programming interface (API) of the SMC to run certain actions in the SMC remotely
using an external application or script.

You must grant all API clients access to the SMC in the Management Client. You can define the API clients and
their permissions using API Client elements. For more information on how to configure API Client elements in the
Management Client, see the Forcepoint NGFW SMC API Reference Guide.

Configure SMC API

The Application Programming Interface (API) of SMC allows external applications to connect with the SMC.

E Note
| 4

If there is a firewall between SMC and the other applications, make sure that there is an Access rule
to allow communication.

The SMC API can be used to run actions remotely using an external application or script. For more information
about using SMC API, see the Forcepoint NGFW SMC API Reference Guide.
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Create TLS credentials for SMC API Clients

If you want to use encrypted connections, the SMC API Client needs TLS credentials to connect with the
Management Server.

E Note
| 4

You can import the existing private key and certificate if they are available.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) In the Management Client, select #. Configuration.
2) Browse to Administration > Certificates > TLS Credentials.
3) Right-click TLS Credentials, then select New TLS Credentials.

4) Complete the certificate request details.
a) In the Name field, enter the IP address or domain name of SMC.

b) Complete the remaining fields as needed.

c) Click Next.
5) Select Self Sign.
6) Click Finish.

Result

The TLS Credentials element is added to Administration > Certificates > TLS Credentials. The State column
shows that the certificate has been signed.

Enable SMC API

To allow other applications to connect using the SMC API, enable SMC API on the Management Server.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) In the Management Client, select ## Home.
2) Browse to Others > Management Server.

3) Right-click the Management Server, then select Properties.
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4)

5)

6)

7)

8)

9)

Click the SMC API tab, then select Enable.

(Optional) In the Host Name field, enter the name that the SMC API service uses.

E Note
4

API requests are served only if the API request is made to this host name. To allow API
requests to any host name, leave this field blank.

Make sure that the listening port is set to the default of 8082 on the Management Server.

If the Management Server has several IP addresses and you want to restrict access to one, enter the IP
address in the Listen Only on Address field.

If you want to use encrypted connections, click Select, then select the TLS Credentials element.

Click OK.

Create an API Client element

External applications use API clients to connect to SMC.

Before you begin

SMC API must be enabled for the Management Server.

Steps © For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)

5)

6)

7)

Select ©. Configuration, then browse to Administration.

Browse to Access Rights.

Right-click Access Rights and select New > API Client.

In the Name field, enter a unique name for the API Client.

Use the initial authentication key or click Generate Authentication Key to generate a new one.

Important

This key appears only once, so be sure to record it. The API Client uses the authentication key
to log on to SMC API.

Click the Permissions tab.

Select the permissions for actions in the SMC API.
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8) Click OK.
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Chapter 22
Alert escalation

m  Alert escalation and how it works on page 389

m  Creating Alert elements on page 392

®  Configure notifications for alerts on page 394

®  Alert Chain elements and how they work on page 395
m  Creating Alert Policy elements on page 397

m  [nstall Alert Policy elements on page 398

®  Acknowledge active alerts on page 399

®  How custom scripts for alert escalation work on page 400
m  Create SMTP Server elements on page 401

B Use a script for SMS notification on page 402

m  SNMP for the SMC Appliance on page 403

m  Test alerts on page 406

m  Examples of alert escalation on page 407

The SMC can escalate the alerts generated so that notifications are sent to the administrators through multiple
channels.

Alert escalation and how it works

Alerts notify you if something unexpected or suspicious happens. It is important for administrators to respond to
alerts to maintain the health of the SMC.

Alert entries inform the administrators when an event in the system requires their attention. For example, alerts
are sent when there is a problem with the system, when a test or task fails, or when a rule that is configured to
trigger an alert matches. Alerts can also be sent when a threshold for a user alert check is exceeded.

Active alerts are stored on the Management Server until the alerts are acknowledged. In an environment
with multiple Management Servers, each active alert is stored on each Management Server. Alert entries are
displayed in the Active Alerts view and in the Logs view with other types of log entries.

If you have configured the Management Client to show users in the Home view, you can see a summary of user
alerts. Select a user to see the user alerts that the user has generated.

The Management Server can send out different types of notifications to administrators. Alert escalation stops
when one of the administrators acknowledges the alert or when all configured alert notifications have been sent.
When an alert entry is acknowledged, it is removed from the Active Alerts view and from the Management
Server, and an audit entry is created.
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Alert escalation

1 An event on a system component triggers an alert entry.
2 The alert entry is sent to the Log Server, which stores it.

3 The Log Server forwards the alert entry to the Management Server, where it is handled as an active
alert.

4 The Management Server matches the alert entry to the Alert Policy to select the correct Alert Chain.

5 The Alert Chain triggers a series of notifications that are sent to administrators.

For example, an Alert Chain can first notify one of the administrators by email and wait for acknowledgment for
10 minutes. If the alert is not acknowledged in time, the Management Server can send another notification as an
SMS text message.

Limitations

= Only one email recipient can be configured for each notification. To send an email to several people at
the same time, you must configure an email group on the mail server or configure several notifications
consecutively without delays.

®  Only SMC servers can send Test Alerts. Test Alerts always have default Severity and Situation information.

® By default, the maximum number of active alerts is 3000 per Domain. You can change the default number
of active alerts per Domain by adjusting the MAX_ACTIVE_ALERTS and CRITICAL_ACTIVE_ALERTS_EXTRA_SPACE
parameters in the SGConfiguration.txt file that is stored on the Management Server. The maximum number
of alerts of any Severity is 2000. After 2000 alerts of any Severity have been sent, only Critical alerts are still
sent until the total number of active alerts is 3000.

Default alert escalation elements

The alert system includes some predefined elements for configuring alert escalation.

The following default alert escalation elements are included:

m System Situations — System Situations contain definitions for events in the system that trigger a System
Alert. There are no configurable parameters for System Situations and you cannot adjust when these
Situations are triggered.
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m  System Alert — This Alert element is used for alerts triggered by critical events in the system’s internal
operation (System Situations). System Alerts always require administrator action. Make sure that your Alert
Policies escalate System Alerts.

m Default Alert — This Alert element defines the alert that is triggered if no other alert is specified. The Default
Alert is used in the default Inspection Policy. You can also use it in your own custom configurations.

m Test Alert — This Alert element is used when you test alert handing.

m Default Alert Chain — This Alert Chain escalates all alerts to all administrators through user notification in the
Management Client.

m Default Alert Policy — This Alert Policy contains a rule that escalates all alerts using the Default Alert Chain.

Alert escalation configuration overview

Configuring how alerts are escalated involves several general steps.

Elements in the configuration

s B &

Alert Chains Alert Policy Management Server

Alerts @ .

Policies and Engines

The configuration consists of the following general steps:

1) (Optional) Create Custom Alert elements for more precise matching in the Alert Policy.
2) Define which events trigger alerts.

3) Define how alert notifications are sent to administrators.

4) Create lists of actions to take when an alert is escalated.

5) Define which alerts are matched against which Alert Chain.
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Information included in alert notifications

The amount of information the alert notification includes depends on the Alert Notification used.

Contents of escalated alerts

Alert notification Information included in the notification
Custom script Depends on the script you create.
Email Includes the full details of the alert, the full situation description, and the contents of all

hex viewable fields as a hexadecimal dump and ASCII.

SMS (text message) | SMS messages sent using an external script are limited to one line in length, with no
character limit for that one line. SMS messages sent by SMTP and HTTP do not have
this limit.

The standard character limit for an SMS message is 160 characters. Only log fields that
fit into the notification message are selected, in the following order: Situation name,
Severity, source IP address, destination IP address, destination port, Sender, Logical
Interface, and the creation time of the alert.

SNMP Only log fields that fit into the notification message are selected, in the following order:
Situation name, Severity, source IP address, destination IP address, destination

port, Sender, Logical Interface, alert creation time, traffic recording excerpt, and the
application protocol.

Rule order in alert policies and alert chains

The system processes Alert Policies and Alert Chains from top down, so the order of the rules is important.

® In Alert Policies, rules must proceed from rules with the most limited scope to rules that are the most general.
® |n Alert Chains, the order of the rules determines the order in which the alert notifications are sent.

Custom alert scripts for alert escalation

You can write a script that executes custom commands for alert escalation.

To send alert notifications using Custom Alert Scripts, you must define the Root Path on the Management Server
where custom alert scripts are executed. The default location is <installation directory>/data/notification.
All custom scripts must be stored in the same root path that is defined in the properties of the Management
Server that controls the Shared Domain.

The example notification script notify.bat in Windows and notify.sh in Linux can be edited for your own use.
In Linux, the sgadmin user needs read, write, and execute permissions in the script’s directory.

Creating Alert elements

You can use one of the predefined Alert elements or define a Custom Alert element.

There are three predefined Alert elements in the SMC:
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®m The System Alert is reserved for alerts about the system operation.

®  The Default Alert is a ready-made element that defines the alert that is triggered if no specific alert is triggered.
®m The Test Alert is used in Alert Policies for testing Situations.

You can also define Custom Alert elements, which are useful if you want to configure different alert notifications

for different types of events. You can create Custom Alerts and create specialized handling rules for them in your
Alert Policy. System Events are automatically associated with the System Alert element.

Related tasks
Test alerts on page 406

Create Custom Alert elements

You can define your own custom Alert elements for more precise matching in the Alert Policy.

Defining custom Alert elements allows you to configure different alert notifications for different types of events and
write more specific alert messages. If you set up the Management Server to send SNMP traps when alerts are
triggered, you can define the SNMP code for the associated alert entries.

Alert entries are always triggered by an event, and information regarding the event is automatically included in
the alert entry. How much information is included depends on the type of Alert Notification.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Right-click Alert Configurations, then select New > Custom Alert.
3) Configure the settings, then click OK.

Next steps

If you edited a Custom Alert that is already used in an Alert Policy, refresh the Alert Policy on the Domain or
Domains.

Defining what triggers an alert

There are several different types of events that can trigger an alert.

The following events can trigger alerts:

® A warning or error in the operation of the SMC

® A test failure

® A match to a rule

® A threshold in a user alert check is exceeded

® A match to a pattern defined in a Situation element.

System Alerts and custom alerts are always triggered by an event in the system. In addition to the System Alerts
triggered by internal events in the SMC, you can configure the following events to trigger alerts:
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®  You can configure a rule in your Firewall, Layer 2 Firewall, Layer 2 Interface, or IPS Policy to trigger an alert. .

® You can activate Status Surveillance on engines to trigger an alert when the Management Server does not
receive status updates for a while.

= You can configure the engine tester to issue an alert whenever a test fails (for example, when a network link
goes down). Some tests that run on the engine by default might already be configured to issue alerts.

m  Server Pool Monitoring Agents can trigger alerts when they detect problems with the servers.
® You can set thresholds for user alert checks to trigger alerts when the threshold is reached.
®  You can set thresholds for monitored items in Overviews to trigger alerts when the threshold is reached.

Related concepts
Getting started with the NGFW Engine tester on page 619
Getting started with inbound traffic management on page 727

Related tasks

Set thresholds for monitored items in Overview elements on page 208
Enable or disable status monitoring on page 346

Define logging options for Access rules on page 863

Configure notifications for alerts

Alert Notifications are ways to send notifications to administrators.

By default, alert notifications are only sent to administrators through user notification in the Management Client.
You can also send alerts in the following ways:

m  E-Mail — Alert notifications are sent as email using an SMTP server.

m SMS — Alert notifications are sent as an SMS text message over HTTP, using an SMTP server, or with a
script that forwards the message to a third-party tool. You can add multiple SMS Channel Types. If the first
SMS channel fails, the subsequent SMS channels are used in the order in which they are listed.

® SNMP — The SNMP Trap Code specified in the custom alert is sent using an SNMP server.
m Custom Alert Scripts — Alerts are sent for processing to a script you create.

SMS messages sent by script are limited to one line in length. The maximum length of the SMS messages sent
by script depends on the third-party tool that is used in sending the messages. The standard character limit for
SMS messages is 160 characters. To use a script, install a third-party tool that forwards the SMS messages, such
as gnokii, and the drivers for the tool on the same host. If the tool is not installed on the Management Server host,
configure the script for sending the alert notifications to access the tool remotely.

E Note
| 4

If you have installed a third-party tool, make sure that your Firewall Policy or Layer 2 Firewall Policy
allows the traffic from the Management Server to the host.

If you want to send alerts in one or more of these ways, you must integrate external components, such as a GSM
modem or an SMTP server. This integration is done in the properties of the Management Server element. In an
environment with multiple Management Servers, you must define alert notifications for all Management Servers,
even if a Management Server does not currently control any Domains.
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Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select fi Home.

2) Browse to Others > Management Server.

3) Right-click the active Management Server, then select Properties.

4) Click the Notifications tab, then configure one or more notification methods.

5) Click OK.

Alert Chain elements and how they work

Alert Chain elements define which notification channels are used to send alert notifications to administrators.

Alert Chains contain rows that are read from top to bottom. Alert Chains are used in Alert Policies. The Alert
Policy defines which Alerts trigger Alert Chains. You can also add delays between the notifications to give the
administrators time to respond.

The Final Action row determines what happens when all Alert Channels in the Alert Chain have been tried, but
none of the administrators have acknowledged the alert:

The alert escalation can stop.

The alert can be automatically acknowledged.

The alert can be redirected to some other Alert Chain.

The alert processing can return to the Alert Policy for further matching.

Create Alert Chain elements

Alert Chain elements specify how alert notifications are sent to administrators.

You can create multiple Alert Chains.
Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Alert Configurations > Alert Chains.
3) Right-click Alert Chains, then select New Alert Chain.

4) Configure the settings, then click OK.
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Result

The Alert Chain opens for editing.

Edit Alert Chain elements

Alert Chain elements are composed of rows ordered from top to bottom. Each row specifies a notification method
and a recipient.

You can only enter one recipient and one notification method per row. You must add more rows in the following
cases:

= You want to use the same notification method for more than one recipient.
®  You want to use more than one notification method for the same recipient.

The Final Action row determines what happens when all Alert Channels in the Alert Chain have been tried, but
none of the Administrators have acknowledged the alert.

O Tip

It is not mandatory to add any rows to an Alert Chain. For example, you can use only the Final
Action to automatically acknowledge or stop the escalation of alert entries that the Alert Policy
directs to the chain.

Steps © For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Alert Configurations > Alert Chains.
3) Right-click an Alert Chain, then select Edit <name>.

4) Add arule:
® |n an empty Alert Chain, right-click the Final Action row, then select Rule > Add Rule.
® [n an Alert Chain with existing rules, right-click a rule, then select Rule > Add Rule Before or Rule >

Add Rule After.
5) Select the Alert Channel.

6) Specify the Destination of the alert notification.
The destination information varies according to the selected alert channel.

7) (Recommended) Double-click the Threshold to Block cell, then set a limit for how many alerts the
designated recipient is sent.
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8) (Mandatory for the Delay channel, optional for other channels) In the Delay cell, enter the number of
minutes before the next row of the alert chain is processed.

®m  The purpose of the delay is to give to the recipient of the notification enough time to acknowledge the
alert before the next notification is sent.

® |f sending the notification through the selected channel fails, the delay entered here is ignored. If you
want to add delays that are always valid, add a row with Delay as the alert channel, then set the delay
on that row.

9) Select the Final Action that the SMC takes if the last row of the Alert Chain is reached.

10)  Click ™ Save.

Creating Alert Policy elements

Alert Policies determine the criteria for selecting which alerts generated by various sources are escalated to
which Alert Chains.

Firewalls, Layer 2 Firewalls, IPS engines, and SMC servers are possible sources for alerts. If Domain elements
have been configured, you can select a Domain as a Sender in an Alert Policy in the Shared Domain.

An Alert Policy contains rules for matching incoming alert entries. Alert entries that match an Alert Policy rule are
escalated to the Alert Chain defined in the rule. Make sure that your Alert Policies also escalate System Alerts. If
an alert entry does not match any rule in the Alert Policy, the alert entry is not escalated.

Create Alert Policy elements

Alert Policies specify Alert Chains and the Alerts that trigger them.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Alert Configurations > Alert Policies.

3) Right-click Alert Policies, then select New Alert Policy.
4) Configure the settings, then click OK.

Result

The Alert Policy opens for editing.
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Edit Alert Policy rules

Alert Policy rule settings include the Alert Sender, the Alert and Situation, Time, and Severity.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

Select . Configuration, then browse to Administration.
Browse to Alert Configurations > Alert Policies.
Right-click an Alert Policy, then select Edit <name>.

Add a rule:

= |n an empty Alert Policy, right-click the rule table, then select Rule > Add Rule.

® |n an Alert Policy with existing rules, right-click a rule ID, then select Rule > Add Rule Before or Rule >
Add Rule After.

Specify the rule settings.

Select which Alert Chain is processed when an alert event matches this rule.

Click ™ Save.

Install Alert Policy elements

Changes made to Alert Policies or the Alert Chains used by the Alert Policy take effect when you install the Alert
Policy on a Domain.

You can install the same Alert Policy on multiple Domains. In this case, you must install the Alert Policy from the
Shared Domain or from the Domain to which the Alert Policy belongs.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

Select #. Configuration, then browse to Administration.

Browse to Alert Configurations > Alert Policies.

Right-click the Alert Policy, then select Install Policy.

Select the Domains on which you want to install the Alert Policy, then click Add.

Click OK.
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Acknowledge active alerts

New alerts are handled as active alerts until they are acknowledged. To stop alert escalation, you acknowledge
active alerts.

When an SMC component generates an alert, it sends the alert to the Log Server. The Log Server stores the
alert entry. A new alert entry is handled as an active alert by the Management Server. A Domain’s active alerts
are visible when you are logged on to the Domain. Active alerts are stored on the Management Server until the
alerts are acknowledged. In an environment with multiple Management Servers, active alerts are automatically
replicated between the Management Servers.

Alert entries are displayed in the Active Alerts view and in the Logs view with other types of log entries. You can
also view alert entries in the Web Portal.

You can acknowledge alert entries in the Active Alerts view. When an alert entry is acknowledged, it is removed
from the Active Alerts view and from the Management Server. An audit entry is created when an alert is
acknowledged. All Alert Chain processing for that alert entry is stopped. You can acknowledge alerts one by one.
You can alternatively aggregate similar types of alerts as a group and acknowledge the whole group of alerts at
the same time.

E

Note

When you acknowledge an alert entry, alert escalation stops for that alert entry and no new
notifications are sent out from the Management Server to administrators.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Click A Active Alerts in the bottom right corner of the Management Client.
By default, the Active Alerts view opens with all active alerts aggregated by Situation.
Active Alerts view
A\ Active Alerts x |+
AActive Alerts 0B I K - o
Count | Creation ... |Sender Situation Action SrcAddr | Dst Addr | Severity ¥ service |IPPr
Al 15/15values [3values ™ TCP_option-Too-Long © Terminate (passive) |15values [15values ‘
A 12016-09-19 ...| fl Manag... |[® Alert Server: Active alert qu...
295 ™ System_Tester-Test-Failed
140 ™ MSRPC-TCP_CPS-Microsoft-...
1325 ™ MSRPC-TCP_CPS-Windows-... @ critical
474 ™ NetBIOS-TCP_SMB-Microsoft... High
A 3|3values B Manag.. ™ Management Server: Updat... O Low
2) Select one or more alert entries.

> Aggregate > Aggregate by Sender.

To view the individual alerts, select # Tools > Details.

To aggregate the alert entries by time or sender, select # Tools > Aggregate > Sort by Time or # Tools

The Query pane allows you to filter the active alert entries so that you can find the information you need.
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3) Right-click the selected alerts, then select Acknowledge.

Related concepts
Benefits of filtering log entries on page 258

How custom scripts for alert escalation
work

Before writing a custom alert script, review the following information about the command arguments and script file
location.

All custom scripts must be stored in the same root path that is defined in the properties of the Management
Server that controls all Domains.

The example notification script notify.bat in Windows and notify.sh in Linux can be edited for your own use. In
Linux, the sgadmin user needs read, write, and execute permissions in the script’s directory.

The alert information is given to the script as command arguments as described in the following table.

Arguments passed to the custom scripts

Argument Content Description
Number
1 Alert ID The unique identifier for the alert.
2 Alert Name The name defined in the alert properties.
3 Alert The IP address of the component that generated this alert.
Originator
4 Alert Date The date when the alert was originally generated.
5 Alert Message | A short alert description.
6 Alert Severity | The Severity value of the alert from 1-10, where 1 is the least severe and 10

is the most severe. The numeric Severity value corresponds to the following
Severity value in the generated alert: 1= Info, 2—4=Low, 5-7=High, and 8-

10=Critical.
7 Alert Short The contents of the Comment field in the alert properties.
Description
8 Event ID IPS only: reference to the event ID that triggered the alert.
9 Situation Long description of the Situation that triggered the alert.
Description

Alert scripts stored in the directory defined in the Management Server element’s properties can be called from
Alert Chains by their name.

When the alert script is executed, the output (stdout ) is appended to the notify.out file in the script’s directory.
The error output (stderr) is appended to the notify.err file in the script’s directory. The Linux script in the
following illustration is an example of how to create an operating system log entry using the custom script alert
notification.
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Example custom alert script

#!/bin/sh

# This script uses the €‘logger’ utility to create an operating system
# log entry of the alert notification.

PATH=/bin:/usr/bin

# Create log entry: “SMC Alert (<ALERT_ID>): Severity <SEVERITY>
# : <ALERT_NAME> : <ALERT_DESCRIPTION>”

/usr/bin/logger “SMC Alert ($1): Severity $6 : $2 : $5”

exit @

Create SMTP Server elements

SMTP Server elements define the properties of SMTP servers that you can use, for example, to send email and
SMS notifications.

You can also use SMTP Server elements as the Source or Destination in a policy. SMTP Server elements can be
used in the properties Management Server elements for emailing Reports and sending alerts as email and SMS.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.
2) Browse to Network Elements > Servers.
3) Right-click Servers, then select New > SMTP Server.

4) Configure the settings, then click OK.

Related tasks
Email reports on page 297
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Use a script for SMS notification

You can use a script to send alert notification SMS messages through a third-party tool that forwards the SMS
messages to the administrators.

Before you begin

If there is a Firewall or a Layer 2 Firewall between the Management Server and the host on which the
tool for forwarding the SMS messages is installed, you must allow the traffic from the Management
Server to the host. Do this in the Firewall or Layer 2 Firewall Policy. You must install the tool that
forwards the SMS messages from the Management Server.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

8)

9)

Install a third-party tool (for example, gnokii) to forward SMS messages and the drivers for the tool on the
host.

See the tool-specific instructions for information about configuring the tool.

In the Management Client, select i Home.

Browse to Others > Management Server.

Right-click the Management Server, select Properties, then click the Notifications tab.

Select Add > Script.

Define the following script properties:
® Name — The file name of the script.

m  Script Path — The full path to the script that sends the SMS, or the relative path from the execution
directory.

m  Execution Path — The directory in which the script is executed. The execution log is stored in this
directory.
(Optional) Click Test if you want to test that the SMS messages are sent correctly.

Click OK.

Click OK in the Management Server properties to save the changes to the notifications.
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SNMP for the SMC Appliance

SNMP traps and monitoring access can be configured to receive information about the health of the SMC
Appliance.

Using SNMP monitoring software or an SNMP station, the appliance can be polled for information about available
disk space, memory utilization, and running processes. Polling the appliance regularly helps you to identify
appliance events early, such as partitions becoming full or processes running hot. SNMP Traps can be configured
so that the appliance alerts the specified user or community.

Both SNMP 2c¢ and 3 are supported. Configuring SNMP access to the SMC Appliance is done from the
Management Client. The list of available Net-SNMP common MIBs can be found in the /usr/share/snmp/mibs
directory. Visit http://www.net-snmp.org for MIB descriptions.

E Note
| 4

SNMP users and communities have read-only access to the appliance.

Related reference
SNMP traps and MIBs on page 1447

Create an SNMP Agent for SNMP version 1 or
2C

Configure an SNMP Agent for SNMP version 1 or 2c so that NGFW Engines can share network management
information using the SNMP protocol, or for SNMP version 2c¢ so that the SMC Appliance can share network
management information using the SNMP protocol.

E Note
| 4

The SMC Appliance does not support SNMP v1.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.

2) Browse to Other Elements > Engine Properties > SNMP Agents.
3) Right-click SNMP Agents, then select New SNMP Agent.

4) In the Name field, enter a unique for the SNMP Agent.

5) From the Version drop-down list, select v1 or v2c.
For the SMC Appliance, you must select v2c.

6) (Optional) In the Monitoring section, click Add, then enter the community string.
The community string is used for authentication in monitoring.

Alert escalation | 403


http://www.net-snmp.org

Forcepoint Next Generation Firewall 6.8 | Product Guide

7)

8)

9)

(Optional) In the Listening Port field, enter the UDP port number that the SNMP agent listens to.

In the Contact field, enter the contact information for the person responsible for the NGFW Engines or the
SMC Appliance.

Click OK.

Create an SNMP Agent for SNMP version 3

Configure an SNMP Agent for SNMP version 3 so that NGFW Engines or the SMC Appliance can share network
management information using the SNMP protocol.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
2)
5)

6)

7)

8)

9)

10)

Select #. Configuration.

Browse to Other Elements > Engine Properties > SNMP Agents.
Right-click SNMP Agents, then select New SNMP Agent.

In the Name field, enter a unique for the SNMP Agent.

From the Version drop-down list, select v3.

In the User Names section, add one or more users names.
a) Click Add.

b) In the User Name field, enter the user name.

c) From the Protocol options, select the authentication protocol, then enter a password in the Password
field.

d) From the Privacy options, select the privacy protocol, then enter a password in the Privacy
Password field.

(Optional) In the Monitoring section, click Add, then select the user for monitoring.
(Optional) In the Listening Port field, enter the UDP port number that the SNMP agent listens to.

In the Contact field, enter the contact information for the person responsible for the NGFW Engines or the
SMC Appliance.

Click OK.
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Configure what triggers SNMP traps

The trap parameters define where and how SNMP traps are sent from NGFW Engines and the SMC Appliance.

The same SNMP Agent element can be used for NGFW Engines and the SMC Appliance. Some settings only
apply to NGFW Engines. Settings that are not supported for the SMC Appliance are ignored when the SNMP
Agent is used for the SMC Appliance.

In addition to the general events, the tester on each NGFW Engine can send SNMP traps when a test fails.

E Note
| 4

If the Destinations field is left empty, no traps are sent, and the other trap parameters are ignored.
If the Destinations field has a value, the rest of the trap parameters must also have a value.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

Select #. Configuration.
Browse to Other Elements > Engine Properties > SNMP Agents.

Open the SNMP Agent properties in one of the following ways:
m  Right-click an existing SNMP Agent element, then select Properties.
®  To create an SNMP Agent element, right-click SNMP Agents, then select New SNMP Agent.

In the Traps section, specify the sender of the SNMP trap.

m SNMPv1 — (NGFW Engines only) In the Community field, enter a community string.
® SNMPv2c — In the Community field, enter a community string.

® SNMPv3 — From the User Name drop-down list, select a user name.

Click Add, then enter the IP address and UDP port where the traps are sent.
(NGFW Engines only) In the Active Traps section, select the events for which you want to set a trap.

Click OK.
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Activate the SNMP agent for the SMC
Appliance

You can configure access for SNMP software or stations to gather data about the SMC Appliance.

Before you begin

Create and configure an SNMP Agent element.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Global System Properties

2) Click the SNMP tab.

3) From the SNMP Agent drop-down list, select the SNMP Agent that you want to activate.

4) (SNMPv3 only) In the SNMP Engine ID field, enter a unique identifier for the SMC Appliance.

5) In the SNMP Location field, enter the string that is returned on queries to the SNMPv2-MIB or SNMPv2-
MIB-sysLocation object.

6) Click OK.

Related tasks
Activate the SNMP agent on NGFW Engines on page 641

Test alerts

You can test the correct functioning of the alerts by sending a Test Alert.

Test Alerts have a severity value of Info and have their own specific Situation. Firewall, Layer 2 Firewall, and IPS
engines cannot send Test Alerts. The sender is always an SMC server, so it is not possible to test how alerts from
other components are handled using a Test Alert.

E Note
| 4

A Test Alert is escalated only if the Alert Policy rules match Test Alerts.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select # Configuration, then browse to Administration.
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2) Browse to Alert Configurations > Alerts.
3) Right-click the alert to test, then select Test Alert.
4) Select the server that sends the alert, then click Select.

5) Verify that the alert entry appears in the Active Alerts view.

Related tasks
Acknowledge active alerts on page 399

Examples of alert escalation

These examples show some common uses for alert escalation, and general steps on how each example is
configured.

Example: disabling alert escalations for a
specific situation

You might want to disable alert escalations for a specified Situation, as shown in the following example.

The administrators at company A notice that the system issues an alert every time someone mistypes their
password when logging on using the Management Client. They have set up their IPS system to detect if there are
several failed logons within a short period (which could indicate malicious activity). For this reason, they decide
that they do not want to receive alert notifications about failed logons.

The administrators:

1) Create an Alert Chain and name it Auto-acknowledge.
2) Set the final action for the Auto-acknowledge Alert Chain to Acknowledge without adding any new rows.

3) Add the following new rule at the top of the Alert Policy:

Sender Alert and Situation

ANY "Management Server: Login Failed" Situation Element "Auto-acknowledge" Alert Chain

4) Refresh the Alert Policy on the Shared Domain.

Alerts for failed logons are still generated and stored, but they do not trigger any alert notification and they are
never shown in the Active Alerts view. For example, reports can still include information about failed logon
attempts to highlight excessive logon failures.
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Example: escalating alerts to specific
administrators and sites

You can escalate alerts to specified locations and administrators, as shown in the following example.

Company B has two sites, a branch office (BO) and a headquarters (HQ) site, which both have their own
administrators. Both sites have a Firewall and a Log Server, and the shared Management Server is at the HQ
site. Domains are not used, so all elements are in the Shared Domain. The administrators decide to set up alert
escalation.

For the most severe alert entries, alerts are sent as an SMS text message to the shared mobile phone each site
has for the administrator on duty. If the administrator at one site does not acknowledge the alert entry within 15
minutes, the alert notification is sent to the administrator at the other site.

For less severe alert entries, the alerts are only escalated to the site where the alert entry is created. At first, the
less severe notifications are sent only through a User Notification in the Management Client. After an hour, the
alert notification is sent as an SMS text message to the shared mobile phone of the site where the alert entry is
created.

The administrators:
1) Create new Alert Chains for high-severity and low-severity alert entries for both the HQ and the BO sites.

There are four Alert Chains in total.
“HQ Important Alerts” contains the following rules:

Channel Destination Delay
SMS [Phone number for HQ shared mobile phone] 15 min
SMS [Phone number for BO shared mobile phone]

“HQ Minor Alerts” contains the following rules:

Channel Destination Delay
User Notification HQ Administrator A 60 min
HQ Administrator B

[other administrators]

SMS [Phone number for HQ shared mobile phone]

The “BO Important Alerts” and “BO Minor Alerts” Alert Chains are the same as the HQ Alert Chains, but with
the BO Administrators and a different phone number.

2) Create an Alert Policy with the following rules:

Alert and Situation Severity

HQ Firewall ANY High... Critical HQ Important Alerts
HQ Log Server

Management Server

HQ Firewall ANY Info...Low HQ Minor Alerts
HQ Log Server

Management Server
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3)

4)

Sender Alert and Situation Severity Chain

BO Firewall ANY High...Critical BO Important Alerts
BO Log Server

BO Firewall ANY Info...Low BO Minor Alerts

BO Log Server

Configure SMS Notification in the Management Server’s properties.

Install the new Alert Policy on the Shared Domain.
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Chapter 23
Domain elements

m  Getting started with Domain elements on page 411
®  How Domain elements work on page 412

®  Create and modify Domain elements on page 413
B Log on to a Domain on page 415

®  Log off from all Domains on page 417

B Move elements between Domains on page 418

®  View Domain status on page 419

®  Delete a Domain on page 419

®  Examples of Domain elements on page 420

Domain elements allow you to restrict which elements are displayed to the administrators in the Management Client
and in the optional Web Portal. They also allow you to define in which administrative Domains an administrator has
permissions. Configuring Domains requires a special license.

Getting started with Domain elements

Domain elements help you manage large networks and define administrator permissions.

In a large system, there can be different geographical sites that are managed by different administrators.
Typically, most of the administrators only manage SMC components at their own site. Only a few main
administrators are responsible for the overall system health across all sites. Domain elements allow you to
group elements that belong to specific configurations (for example, elements that belong to a particular site or
customer). The elements in different Domains are kept separate from each other.

The administrators’ rights within a Domain depend on the permissions defined in the administrator accounts. You
can grant access for an administrator to one or more Domains and define the permissions for each Domain in
fine detail.

How Domains can be configured

® Domain elements allow you to group elements that belong to specific configurations (for example, elements
that belong to a specific customer or site).

®  You can use Domains to divide responsibilities between administrators, so that administrators only have
access to elements in specific Domains.

®  You must have a special license to be able to configure Domain elements. The number of Domains that you
can create depends on the license.

® The ALL Domains Access Control List is a default Access Control List that you can use in administrator
accounts to grant access to all defined Domains.
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® The predefined Shared Domain is meant for all elements that do not belong to a particular customer or site.
All predefined system elements belong to the Shared Domain. If there is no Domain license in the SMC or no
Domains have yet been configured, all elements belong to the Shared Domain.

Shared Domain

®m The elements in the Shared Domain are displayed to all administrators when they are logged on to any
Domain in the Management Client.

® Domains, Management Servers, Log Pruning Filters, and Administrator accounts with unrestricted
permissions are elements that automatically belong to the Shared Domain. You can only create these
elements in the Shared Domain, and you cannot move them to any other Domain.

m Licenses and update packages always belong to the Shared Domain.

® [f you have Master NGFW Engine and Virtual NGFW Engine elements, the Master NGFW Engine must either
belong to the Shared Domain or to the same Domain as the Virtual NGFW Engines.

Related concepts
Configuration of Master NGFW Engines and Virtual NGFW Engines on page 507

How Domain elements work

Elements belong to one or more Domains. Administrator permissions in the Domain determine which elements
administrators can manage.

When Domains are used, each element automatically belongs to a Domain. An element can only belong to one
Domain at a time. By default, all elements belong to the Domain in which they are created. The Shared Domain
is meant for elements that are used in several Domains, for example, high-level policy templates. All predefined
system elements also automatically belong to the Shared Domain.

When administrators log on to a Domain, they can manage the elements in the Domain according to the
permissions granted for that specific Domain. Administrators can also view most elements that belong to the
Shared Domain even when they are not allowed to log on to the Shared Domain. However, the contents of the
elements are only displayed to administrators who have permission to view those elements’ contents. Elements
in the Shared Domain can only be edited from within the Shared Domain.

If there are existing elements when you first start using Domains, all existing elements belong to the Shared
Domain. You can move the elements to other Domains as necessary. In an environment with more than one
Management Server, you can also change the active Management Server that controls all Domains.

Using elements with administrative Domains

Each element automatically belongs to either the Domain in which it was created or to the Shared Domain. When
you create elements, first log on to the correct Domain and then create the elements so that the elements belong
to the right Domain.

You can freely decide to which Domain most elements belong, except for the following elements:

® Domains, Management Servers, Log Pruning Filters, and Administrator accounts with unrestricted
permissions are elements that automatically belong to the Shared Domain. You can only create these
elements in the Shared Domain, and you cannot move them to any other Domain.
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Licenses and update packages always belong to the Shared Domain.

The Management Server’s internal LDAP user database (the LDAP Domain element called InternalDomain).
Configure external LDAP servers in the Domains to create Domain-specific accounts for end-user
authentication.

If you have Master NGFW Engine and Virtual NGFW Engine elements, the Master NGFW Engine must either
belong to the Shared Domain or to the same Domain as the Virtual NGFW Engines.

In addition, there are limitations for selecting the Domain for some elements that are closely associated with other
elements:

A Log Server that is selected as the Log Server for a Management Server must belong to the Shared Domain.
If a Log Server has a backup Log Server, both Log Servers must belong to the same Domain.

A Log Server and the NGFW Engines that send their event data to the Log Server must be in the same
Domain.

A Task and the target of the Task (for example, an Export Log Task and the target Log Servers) must be in the
same Domain. Otherwise, the Task cannot be run.

By default, all elements used in a VPN must belong to the same Domain. You can also use some elements
that belong to the Shared Domain when you configure a VPN in another Domain. These elements include the
VPN Client gateway, Certificate Authorities, Gateway Certificates, Gateway Profiles, Gateway Settings, and
VPN Profiles.

E Note
| 4

The elements in the Shared Domain are displayed to all administrators when they are logged on to
any Domain in the Management Client.

Related concepts
How Categories help you view only certain elements on page 180

Create and modify Domain elements

Create Domain elements, for example, to group elements in different configurations and restrict administrator
permissions.

You can import and set a logo for each Domain.

Create Domain elements

Only administrators that have unrestricted permissions can create Domains.

Before you begin

To create or manage Domains, you must log on to the active Management Server.

You can create as many Domains as you need. Your Domain license defines how many Domains you can create.

A service break for the SMC is highly recommended when introducing Domains into the system, assigning the
existing elements to the correct Domains, and changing the administrator accounts.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)
5)

6)

7)

8)

Select ©. Configuration, then browse to Administration.
Browse to Other Elements > Domains.

Right-click Domains, then select New Domain.

Give the Domain a unique Name.

(Optional) Enter a Comment for your own reference.

(Optional) Fill in the E-mail Address and Phone Number fields with information that you want to be
displayed in the Domain Overview.

You can enter, for example, the information for the contact person at your company or the administrator
responsible for the Domain.

(Optional) Click Add and select the Categories to use in the Default Category Filter.

Click OK.

Related concepts
How Categories help you view only certain elements on page 180

Related tasks
Log on to a Domain on page 415
Move elements between Domains on page 418

Set a Domain logo

You can define a logo for each Domain. The Domain logo is displayed in the upper right corner of the
Management Client window and next to the Domain’s name in the Domain Overview. The Domain logo is also
displayed in the Web Portal.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)

4)

Select #. Configuration, then browse to Administration.
Expand the Other Elements branch and click Domains.
Right-click the Domain and select Properties.

Click the Logo tab in the Domain Properties dialog box.
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5)

6)

7)

Select the logo option from the list:
m  Select None to remove a previously selected logo so that the Domain has no logo.
m  Select a logo from the list or select Select and select a logo in the dialog box that opens.

m  Select New to import a new logo.

Click OK.
The Logo tab shows a preview of the selected Logo.

Click OK.

Related tasks
Write announcements to Web Portal users on page 431

Import a Domain logo

Before you can associate a logo with a domain, you must import it.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)
5)

6)

7)

Select #. Configuration, then browse to Administration.

Expand the Other Elements branch and click Domains.

Right-click the Domain and select Properties.

In the Logo Properties dialog box, enter a unique Name for the logo.

Click Browse and select the image (a .jpg, .gif, .png, .tif, .omp, or .pnm file).

Click OK.
The Logo tab shows a preview of the selected Logo.

Click OK.

Log on to a Domain

If you only have permissions in a single Domain, you automatically log on to the Domain when you log on to the
Management Client. If you have permissions in more than one Domain, you must log on to the correct Domain
before managing elements that belong to the Domain.
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E Note
| 4

You can be logged on to more than one Domain at the same time.

Related tasks
Create Domain elements on page 413

Log on to a Domain when logging on to the
Management Client

If you have permissions in more than one Domain, you can log on to a specific Domain when you log on to the
Management Client.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Start the Management Client.

2) In the Management Client Logon dialog box, select or enter the server’s IP address in the Server Address
field, then enter a forward (/) or backward (\) slash and the name of the Domain.
For example, 192.168.200.31/Example Domain Or 192.168.200.31\Example Domain.

O Tip

Select Remember Server Address to avoid entering the information when logging on in future.

E Note
4

In an environment with multiple Management Servers, if you log on to a standby Management
Server and you also log on to a Domain, the Domain opens on the standby Management
Server.

Log on to a Domain from the Domain Overview

If you have permissions in multiple Domains, the Domain Overview opens after you have logged on to the
Management Client. You must log on to the correct Domain before managing elements that belong to the
Domain.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) If the Domain Overview is not open, select = Menu > File > New Tab, then select Domain Overview.
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2) Right-click the Domain, then select Log On to <Domain name>.

E Note
4

In a HA environment with multiple Management Servers, when you log on to a Domain from the
Domain Overview, the Domain is by default opened on the active Management Server.

If you want to log on to a Domain from a standby Management Server, select File > Control Management
Servers in the Domain Overview, right-click the standby Management Server in the Control Management
Servers dialog box that opens, then select Log On. A new Domain Overview window opens for the
standby Management Server. Right-click the Domain that you want to open on the standby Management
Server, then select Log in (read only) <Domain name>.

Log on to a Domain from the Configuration
view

If you have permissions in more than one Domain, you must log on to the correct Domain before managing
elements that belong to the Domain. You can log on to a Domain from the Configuration view of the
Management Client.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Browse to Other Elements > Domains.

3) Right-click the Domain, then select Log On to <Domain name>.

Log off from all Domains

If you have permissions in more than one Domain, you can log off from all Domains through the Domain
Overview.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > File > New Tab, then select Domain Overview.

2) Select File > Log out from All.
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Move elements between Domains

You can move most elements from one Domain to another.

You can move existing elements from one Domain to another. Only administrators with unrestricted permissions
can move elements between Domains. When you start moving elements from one Domain to another, the
Management Server automatically searches for element references. You can then either remove the references
between the elements or move the referred or referencing elements. In addition to individual elements, you can
also move all elements associated with a Category. Using Categories can make moving elements easier if you
need to move many elements.

The following elements always belong to the Shared Domain and cannot be moved:

® Predefined system elements

® Domains

®  Management Servers

® Licenses

m  Update packages

® Log Pruning Filters.

®  Administrator accounts with unrestricted permissions

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Log on to the Domain from which you want to move elements.

2) Select the elements that you want to move to another Domain.

O Tip

To hide elements that belong to the Shared Domain, select # Tools > Show Only Current
Domain.

3) Right-click one of the selected elements, then select Tools > Move to Domain.
4) Click Select next to the Target Domain field, then select a Domain.

5) Click Move.

The Management Server automatically searches for references to or from the selected elements in the
current Domain.

A new view opens and shows the reference status.

= |f the element you are moving references another element, you must either remove the references or
move the referenced element as well.

6) If the Element References pane shows Referring or Referenced Elements, expand the branches to see
the referring or referenced elements and resolve the element references:

m [f more detailed information is available for an element, double-click ... in the Details column next to the
element.

m |f you also want to move the referring or referenced element, select the referring or referenced element,
then click Add.
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= [f you do not want to move the referring or referenced element, right-click the element, then edit it to
remove the references to the element that you are moving.

If you want to move a Host element that is used in a policy, but not the policy itself, remove the Host from the
policy before moving the Host to a different Domain.

7) If you have resolved a reference, click Refresh View to update the status of element references.

®  You must resolve all element references before moving the selected elements.
= |f the Element References pane is empty, there are no element references.

8) Click Continue to move the elements to the selected Domain.

View Domain status

The Domain Overview allows you to see at a glance the status of the Domains and their elements. You do not
need to log on to each Domain to monitor its status.

The Domain Overview is available only to administrators who have permissions in more than one Domain. The
Domain Overview only shows information from the Domains in which the administrator has permissions. The
information in the Domain Overview depends on the administrator’s rights. The Domain Overview shows the
statuses of the elements and the number of alerts in each Domain. The Domain Overview also shows any other
information (for example, email addresses and telephone numbers) defined in the Domain properties.

E Note
| 4

The Domain Overview automatically opens when an administrator who has permissions in more
than one Domain logs on to the Management Client without specifying a Domain.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > File > New Tab, then select Domain Overview.

Related tasks
Log on to a Domain on page 415
Log off from all Domains on page 417

Delete a Domain

If you delete a Domain, all elements that belong to the Domain are also deleted.

If there are elements that you do not want to delete, move them to another Domain before deleting the Domain.
You cannot delete the predefined Shared Domain. Only administrators who have unrestricted permissions can
edit and delete Domains.
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StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.
2) Expand the Other Elements branch and click Domains.

3) Right-click the Domain and select Delete.
A Confirmation dialog box opens.

4) If the Domain you are deleting is used in any configuration, click Open References in the Confirmation
dialog box to view the references. Right-click each element, then select Edit to remove the references.

5) Click Yes.
A Confirmation dialog box opens.

6) Type YES to confirm that you want to permanently delete the Domain.

Related tasks
Create Domain elements on page 413
Move elements between Domains on page 418

Examples of Domain elements

You might want to create a different Domain for each of your organization's customers or sites.

Example: Create Domain elements for different
customers

You can create a different Domain for each of your organization's customers, as shown in the following example.

Company A is a Managed Security Service Provider (MSSP) with many customers. The networks of different
customers must be kept separate. The administrators who manage the customer networks must only be allowed
to see the networks for which they are responsible. Most of the administrators only manage a single customer’s
network, but some of the administrators are responsible for several customers’ networks.

The administrator decides to use Domain elements to group the elements belonging to each customer and

to make it easier to manage the different customer networks. The administrator also decides to use Category
elements to tag the existing elements that are included in each Domain. As the user database information must
not be available across Domains, the administrator decides to use an external LDAP server in each Domain for
user authentication.

Company A’'s administrator:

1) Arranges a service break with the customers before introducing Domains into the system.

2) Logs on to the Shared Domain and creates the following elements:
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3)

4)

5)

6)

7)

m A separate Domain element for each customer.

®  The Administrator elements (the administrator accounts) for the administrators who manage several
customers’ networks in several Domains.

= A Category element for each customer’s elements.
Defines a default Category Filter that includes the customer-specific Category for each customer’s elements.

Logs on to each customer’s Domain and creates the Administrator elements (the administrator accounts) for
the administrators who manage only that particular customer’s network.

While logged on to each Domain, configures the elements for using an external LDAP server for
authenticating the users in the Domain and for storing the Domain’s user database.

While logged on to the Shared Domain, moves all customer-specific elements from the Shared Domain to
the correct customer-specific Domain.

= To make it easier to move the elements, the administrator first selects the customer-specific Category and
then all elements that belong to the Category.

When all customers’ Domains and their elements have been configured and the service break is over, the
administrators for each customer company log on to the Management Client.

®  The administrators who are responsible for a single customer’s networks automatically log on to the
Domain assigned to them when they log on to the Management Client. They only see the elements that
belong to their own configuration and the elements in the Shared Domain.

B The administrators who have permissions in several Domains must select the Domain when they have
logged on to the Management Client.

Example: Create Domain elements for different
sites

You can create a different Domain for each of your organization's sites, as shown in the following example.

Company B is a large enterprise planning a new system. The system includes 12 different sites, each of which
contains 10 networks. The administrators at each site only need to be able to see the networks at their own
sites. The headquarters administrator decides to use the Management Server’s internal LDAP user database for
user authentication in all Domains. This means that all administrators in each Domain are able to view the user
database information.

The headquarters administrator:

1)

2)

3)

Logs on to the Shared Domain and creates Domains to represent each of the 12 sites.

Configures the user database and user authentication using the internal LDAP directory of the SMC while
logged on to the Shared Domain.

Logs on to each Domain that represents a site’s configuration and creates the elements for the Domain:
®  The Administrator elements (the administrator accounts) for the administrators of each site.
m All other elements that belong to each Domain.
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When the administrators at each site log on to the Management Client, they also automatically log on to the
Domain assigned to them. They only see the elements that belong to their own site’s configuration and also the
elements in the Shared Domain.
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Chapter 24

Setting up the Web Portal

Getting started with the Web Portal on page 423

Define Web Portal Server settings on page 424

Activate HTTPS on the Web Portal Server on page 425

Change Access rules to allow Web Portal connections on page 426
Create Web Portal User accounts on page 427

Customizing the Web Portal on page 429

Write announcements to Web Portal users on page 431

The Web Portal provides browser-based access to logs, reports, and Policy Snapshots for specific authorized users.
The Web Portal is provided by the Web Portal Server, which is an optional component that you can purchase for your

SMC.

Getting started with the Web Portal

Using the Web Portal, customers of managed service providers can access information about their systems.

E Note
| 4

You must have licenses for running a Web Portal Server and for creating Web Portal Users.

What the Web Portal does

The Web Portal provides restricted clientless access to logs, reports, and Policy Snapshots. It is useful for
managed service providers for providing customers information about their systems. There is no software for end
users to install; they can access the information using a web browser.

Limitations of the Web Portal

If Domains are configured, each Web Portal User account is always restricted to working within a single Domain.
Administrators with full unrestricted accounts can select between domains after logging on to the portal if the Web
Portal Server element is in the Shared Domain.

In addition to the licensed limit for the number of user accounts, each Web Portal Server has a limit for the
maximum number of concurrent users.
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Web Portal configuration

The process of setting up a Web Portal consists of the following overall steps.

1)
2)
3)

4)

5)

6)

Define a Web Portal Server element.
If providing the Web Portal over HTTPS, generate a certificate for the server.
Allow the necessary connections in the Firewall Access rules.

Install the Web Portal Server. See the Forcepoint Next Generation Firewall Installation Guide for instructions.
m  We recommend placing the Web Portal Server in a DMZ network if you offer access to external users.
B You must generate and install a license for the Web Portal Server.

Create Web Portal User accounts for the end users.

®  The number of Web Portal users you can configure is limited by license. You must generate and install a
separate license for the Web Portal Users.

®  Management Client administrator accounts are also valid in the Web Portal.

(Optional) Make installation-specific changes to your portal.

Define Web Portal Server settings

The Web Portal Server is a web server that offers end users access either through plain HTTP or through the
secure HTTPS protocol.

The Web Portal Server retrieves data from other SMC servers, filters it, and presents the resulting data to the
users.

CAUTION

Always use HTTPS unless the connections are otherwise secured.

Steps © For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)
5)

6)

Select f Home.

Browse to Others.

Select # Tools > New > Server > Web Portal Server.

Enter a unigue Name and the IP Address for the Web Portal Server.
Select the correct Location if necessary in your environment.

Select the Log Server to which you want the Web Portal Server to send its logs.
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7) Switch to the Web Portal tab, then select Enable to activate the Web Portal.
8) (Optional) Enter the Host Name that the Web Portal uses.

9) (Optional) Change the (TCP) Port Number that the service listens to.
By default, port 8080 is used.

E Note
| 4

Make sure that the listening port is not already in use on the server.

10) (Optional) If the Web Portal Server has several addresses and you want to restrict access to one address,
specify this address in Listen Only on Address.

11)  (Optional) Activate HTTPS on the Web Portal Server to secure Web Portal connections.

12)  (Optional) Select Generate Server Logs if you want log files to be generated on the file system when the
Web Portal is accessed.

13)  (Optional) Select Use SSL for Session ID to track sessions to the Web Portal Server using SSL IDs.
Do not select the option if your network requires you to use cookies or URLs for session tracking.

14)  (Optional) On the NAT tab, configure settings for element-based NAT.

15)  Click OK.

Related concepts
Considerations for setting up system communications on page 125
Element-based NAT and how it works on page 615

Related tasks
Activate HTTPS on the Web Portal Server on page 425

Related reference
Security Management Center ports on page 1415

Activate HTTPS on the Web Portal
Server

To protect the transported information from eavesdropping, you can encrypt the communications by activating
HTTPS on the Web Portal Server.

If you secure the Web Portal connections using HTTPS, the Web Portal Server requires a certificate. You can
either self-sign the certificate directly in the dialog box or use an externally signed certificate:
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If you self-sign the certificate directly, web browsers display a warning to the users and require them to accept
the certificate. The certificate is valid for one year. Renewing is done by recreating the certificate in the same
way as a new certificate is created.

Alternatively, you can sign the certificate using an external certificate authority that the clients already trust. An
example would be one of the large commercial certificate authorities or a company-internal certificate authority
that all clients are configured to trust.

Certificates have a fixed validity time (from a certain date and time to a certain date and time). Make sure that
the date, time, and time zone settings are correct on both the Management Server and the Web Portal Server
computers. Clients also check the certificate validity, but incorrect time settings on the client computers typically
do not prevent the Web Portal from being used. Instead, browsers typically display a warning that users can
dismiss.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

Select fi Home.

Browse to Others > Web Portal Server.

Right-click the Web Portal Server, then sleect Properties.

On the Web Portal tab click Select next to the Server Certificate field.
Select a TLS Credentials element.

Click OK.

Change Access rules to allow Web
Portal connections

If Web Portal connections are routed through a firewall, you must change the IPv4 Access rules in your security
policy to allow them. Web Portal connections include connections to the Management Server and the Log Server
as well as end-user connections.
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Steps O For more details about the product and how to configure features, click Help or press F1.

1) Allow the following connections in the IPv4 Access rules as needed:

Access rules for the Web Portal Server

Source Destination Port/Service Action
Web Portal users’ networks (or hosts) | Web Portal Port defined in the Web Portal Server | Allow
Server Properties dialog box.
Web Portal Server Management SG Control (8902-8913/TCP) Allow
Server
Web Portal Server Log Server SG Data Browsing (Web Portal Allow
Server) (8916-8917/TCP)

E Note
4

Remember to adjust the NAT rules as well if it is necessary in your network setup.

Create Web Portal User accounts

The accounts for the optional Web Portal are defined with Web Portal User elements. It is highly recommended to
create a unique Web Portal User account for each Web Portal User.

Elements for Web Portal User accounts

NGFW Engines
Access Control Lists — < and
— Policies
r = NGFW Engi
1 1 ngines
[I)erort | g —-— — and
€sIgns i Policies
L - .. J

Web Portal User

Filters
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Engine elements define which logs, reports, or policy snapshots are displayed.
Policies, sub-policies, and template policies define which parts of the Policy Snapshots are displayed.

Report Designs define which reports are displayed. The Web Portal user is allowed to view all generated
reports that are based on the granted Report Designs.

Filters define which logs are displayed. You can also add Filters that the Web Portal User can choose to apply
when browsing logs.

Web Portal Users can also use internal authentication or external RADIUS authentication.

If administrative Domains are used, there are some more considerations:

Each Web Portal User account is limited to a single Domain.

The Web Portal User is allowed to see all information in the Policy Snapshots from the granted engines. If
a policy’s template is in the Shared Domain, the Web Portal User can also see the rules inherited from the
template in the Policy Snapshot.

The Web Portal Users might be allowed to view reports generated in the Shared Domain depending on their
granted elements.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

Select #. Configuration, then browse to Administration.
Right-click Access Rights and select New > Web Portal User.
In the Name field, enter the user name that the Web Portal user uses to log on to the Web Portal.

To authenticate the Web Portal User locally with the firewall, select Local Authentication, then configure
the settings for local authentication.

a) To manually specify a password, enter and confirm the password in the Password field and the
Confirm Password field.

CAUTION

We recommend that passwords be at least eight characters long and contain a
combination of numbers, letters, and special characters. Secure passwords are never
based on personal information such as names, birthdays, social ID numbers, phone
numbers, street names, or registration plate numbers.

b) To generate a random alphanumeric password, click Generate Password.

c) Inthe Account Expiration settings, define when the account expires.

To authenticate the Web Portal User with an external authentication server, select External
Authentication, then select the authentication method from the Authentication Method drop-down list.

Select engines from which the Web Portal User is allowed to view logs and Policy Snapshots.

a) Click the Engines tab.
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b) To grant all engines to the Web Portal User, select Allow ANY.

E Note
4

If Domain elements have been configured, only the engines in the current Domain are
granted to the Web Portal user.

c) To select individual engines, click Add, then select the engines and click Select.

7) On the Policies tab, select the policies from which the Web Portal User is allowed to view Policy
Snapshots.

You can only select policies that are installed on engines granted to the Web Portal User. You can define in
detail which parts of the policies are shown in the Policy Snapshots.

8) On the Logs tab, select log browsing permissions for the Web Portal User.
9) On the Reports tab, select the kinds of reports that the Web Portal User can access.

10)  Click OK.

Customizing the Web Portal

You can customize the look of the Web Portal and change the languages in which the Web Portal is localized.

Add Web Portal languages

You can add new translations of the Web Portal interface labels in addition to the default languages offered.

When you edit the language files, save the file using the UTF-8 or the UTF-16 character encoding.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Browse to Other Elements > Web Portal Localizations.
A list of existing Web Portal Localizations opens.

3) Right-click the list and select New Web Portal Localization.

4) Click Import and browse to the location of the language file.
You are prompted to confirm the change of Locale.

5) Click Yes.
The contents of the imported language file are displayed in the dialog box.
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6) Click OK to save the changes.

Enable or disable Web Portal languages

Web Portal Localization languages can be enabled or disabled through the Management Client.

Disabled Web Portal Localizations are marked with an icon.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration, then browse to Administration.

2) Browse to Other Elements > Web Portal Localizations.
A list of existing Web Portal Localizations opens.

3) Right-click the Web Portal Localization and select Enable or Disable.
The language is shown or hidden in the Web Portal language selection options.

Customizing the look of the Web Portal

The Web Portal pages presented to the users are generated dynamically based on configuration files.

The following aspects of the presentation can be adjusted:

= [f you are using Domains, the icon in the Web Portal is sourced from the icon defined for the Domain in the
Management Client.

® You can add new languages.

It is possible to customize the Web Portal source files more extensively, but with some major limitations:

®  Any changes to files are overwritten at upgrade.

® [t might not be possible to reuse customized files after an upgrade. You might have to customize the
corresponding new files after the upgrade.

®  Customization requires knowledge of HTML and CSS coding.

With these issues in mind, the following local files on the Web Portal Server control how content is shown to
users, and are fairly safe to edit:
m The CSS files are stored in <installation directory>/webserver/webapps/webclient/resources/css/.

®  The page template files that are stored in <installation directory>/webserver/webapps/webclient/ as
several .jsp files.

®  The help pages that are stored in <installation directory>/webserver/webapps/webclient/help/ as several .jsp
files.

E Note
| 4

We recommend that you create backups of the files before you edit them.
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Add

Related tasks
Set a Domain logo on page 414

Web Portal languages on page 429

Write announcements to Web Portal
users

You

can display announcements to the administrators who log on to the Web Portal. The announcements can be

used, for example, for service break notifications.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

Open the properties of the correct element:

=  Announcements in the Web Portal Server element are shown for all users that connect to that Web Portal
Server.

B Announcements in the Management Server properties are shown for all users.

= |f administrative Domains have been configured, the announcements defined for the Domains are shown
to the users of that specific Domain. If in the Shared Domain, all users see the announcements.

® You can define an announcement in any combination of these elements. Each type of announcement
adds a bullet point for users who can view several announcements.

Switch to the Announcement tab.

Select Display Announcement to Web Portal Users, then enter the announcement in the field below.

The length is limited to 160 characters. You can add formatting to the announcement with standard HTML
tags. The tags are included in the character count.

Q Tip

If you deselect the Display Announcement to Web Portal Users option, you can later display
the announcement without typing it in again.

Click OK.

The announcement is displayed on the home page of the Web Portal (Services page) to affected users the
next time they load the page.

E

HTML code examples

Note

If you leave out the protocol (HTTP:// or HTTPS:// part) from a URL, the protocol is attached
automatically based on the protocol the Web Portal Server is using. If the wrong protocol is used, it
can prevent an otherwise valid link from working.
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®m These tags produce <b>boldface </b> text.

B These tags produce <u>underlined </u> text.

B Hereis aninternal <a href="policies/policies.jsf”>link</a>.

® Here is an external <a href="http://www.example.com”>link</a>.

m Here is a small image scaled to be roughly proportionate with the surrounding text:

<img height="20px” src="http://www.example.com/images/note_icon.jpg”>
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Chapter 25
Using the Management Client in a

web browser

®m  Configuration overview on page 434
®  Enable SMC Web Access on page 434
m  Start the Management Client in a web browser on page 435

To avoid installing the full Java-based Management Client on each workstation that an administrator uses, you can run
the Management Client in a web browser.

You can enable the SMC Web Access feature on the Management Server or Web Portal Server. Administrators log
on to the Management Client on a web page, and the Management Client runs as an HTML5 application in the web
browser. The web browser is the only requirement on the workstation.

You can also connect to and manage multiple versions of the SMC. This removes the requirement to have the SMC
and the locally-installed Management Client be the same version.

Access is configured in the properties of the Management Server or Web Portal Server. You can also enable the
feature during the installation of the Management Server.

Limitations and recommendations

m By default, the SMC allows a maximum of five sessions using SMC Web Access at the same time. To change the
maximum number of concurrent sessions, see Knowledge Base article 17248.

®  Web browser support is limited to Google Chrome and Mozilla Firefox.
® |tis not possible to log on using certificate-based authentication.

= Interacting with the local file system is limited. Each user has a folder located at %installation%\data\
%servertype%\webswing\users\admin%id% where %servertype% is datamgtserver for the Management Server and
datawebserver for the Web Portal Server and %id% is the ID of the administrator in the database. Users can import
or export elements to this folder, for example.

= When you copy text, using Ctrl+C, you must manually allow the copy operation in the bottom-right corner of the
screen.

@ Copy to Clipboard (CTRL+C) © Dpiscard

® SMC Web Access can consume resources. Especially if many administrators will be using the feature, we
recommend that you enable the feature on the Web Portal Server.

m [f the Management Server or Web Portal Server is installed on a Linux platform, xvfb-run must be installed.

= If the Management Server and Web Portal Server are installed on the same computer, we recommend that you do
not enable SMC Web Access on both servers.
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Configuration overview

Follow these main steps to use the Management Client in a web browser.

1) Enable the SMC Web Access feature in the Management Server or Web Portal Server properties.
If you enabled the feature during the installation of the Management Server, you can configure additional
options in the Management Server properties.

2) Use a web browser to start the Management Client.

Enable SMC Web Access

You can enable and configure the feature in the properties of the Management Server or Web Portal Server.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select ©. Configuration, then browse to Network Elements.

2) Browse to Servers.

3) Right-click the Management Server or Web Portal Server, then select Properties.
4) On the SMC Web Access tab, select Enable.

5) Configure the settings, then click OK.

Management Server and Web Portal Server Properties

Option Definition

Host Name Enter the host name that the service uses. Leave the field blank to allow requests to any of the
(Optional) server’s host names.
Port Number Enter the TCP port number that the service listens to.

By default, port 8085 is used when SMC Web Access is enabled on the Management Server and
port 8083 when enabled on the Web Portal Server.

E Note
| 4

Make sure that the listening port is not in use on the server.

Listen Only on If the server has several addresses and you want to restrict access to one address, specify the IP
Address address to use.

(Optional)

Session Timeout Enter the timeout in seconds after which the session expires. While the session is still active, the

administrator does not need to log on again if they close the web browser.
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Option Definition

Server Credentials

You must select the TLS Credentials element that is used for HTTPS connections. Click Select to
select an element.

Use SSL for session
ID

(Optional)

Track sessions in your web application. Do not select this option if your network requires you to
use cookies or URIs for session tracking.

Path to xvfb-run
Installation

If the server is installed on a Linux platform, enter the path to the installation of xvfb-run.

Start the Management Client in a web

browser

Administrators can log on to the Management Client and perform their duties using a web browser.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) In a web browser, browse to the URL of the server that you configured the SMC Web Access feature on.

The URL can be the IP address of the server or the host name that you defined in the properties of the
server. Make sure that you include the port number at the end of the URL.

Example where SMC Web Access is enabled on the default port 8085 on the Management Server:
https://127.0.0.1:8085

2) Enter your user name and password, then click Log On.

3) Use the Management Client as you normally would.
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Chapter 26
Management Client downloads

from the Management Server

®  Enable and configure Management Client downloads on the Management Server on page 437

®  Download the Management Client from the Management Server on page 438

When the Management Server provides the Management Client for download, administrators can download and install
the Management Client from the SMC Downloads page.

Enable and configure Management
Client downloads on the Management
Server

To allow administrators to download and install the Management Client from the SMC Downloads page, enable
Management Client downloads on the Management Server.

Steps

1) Select # Configuration, then browse to Network Elements.

2) Browse to Servers.

3) Right-click the Management Server, then select Properties.

4) Ifitis not already selected, select Enable on the SMC Downloads tab.
5) Select Enable Management Client Download.

6) Configure the settings, then click OK.

Management Server Properties

Definition
Host Name Enter the host name that the service uses. Leave the field blank to allow requests to any of the
(Optional) server’s host names.
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Option Definition

Port Number Enter the TCP port number that the service listens to.

By default, port 8080 is used for new SMC installations, and port 8084 is used when you upgrade
the SMC.

E Note
4

Make sure that the listening port is not in use on the server.

Listen Only on If the server has several addresses and you want to restrict access to one address, specify the IP
Address address to use.

(Optional)

Server Credentials You must select the TLS Credentials element that is used for HTTPS connections. Click Select to

select an element.

Generate Server Select if you want to log all file load events for further analysis with external web statistics software.
Logs
(Optional)

Download the Management Client from
the Management Server

Download and install the Management Client from the SMC Downloads page.

Steps

1) In a web browser, browse to the URL of the Management Server.

The URL can be the IP address of the Management Server or the host name that you defined in the
properties of the Management Server. Make sure that you include the port number at the end of the URL.

2) To download the Management Client installation package, click Download Management Client for
<operating system>.

O Tip

The operating system is automatically detected. To download the Management Client
installation package for another operating system, click Click here for other platforms.

3) Install the Management Client with administrator privileges.

4) Log on and use the Management Client as you normally would.
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Chapter 27

Configuring the Log Server

Modify Log Server elements on page 439

Select backup Log Servers for high availability on page 440
Forwarding log data from Log Servers to external hosts on page 441
Edit Log Server configuration parameters on page 447

Certify Log Servers on page 449

You can modify a Log Server element, configure settings for Log Servers, and recertify Log Servers.

Modify Log Server elements

One Log Server element is automatically created during SMC installation. You can change the settings as
necessary.

You can:

®  Rename the Log Server element.

m Change the Log Server’s IP address.

®m  Change the platform on which the Log Server runs.

m Define other Log Servers that you can use as backup Log Servers.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Select f# Home.
2) Browse to Others > Log Server.

3) Right-click the Log Server, then select Properties.
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4) Change the Log Server properties.

E Note
4

We recommend that you always use the default port 3020 if possible. To use a non-standard
port, manually add Access rules to allow communications using the new port from the NGFW
Engines to the Log Server.

E Note
4

Be careful when excluding Log Servers from reporting. If you select this setting for a Log Server
that is in use, there is no warning that generated reports are missing data.

5) Click OK.

Related concepts

Define contact IP addresses on page 127

Getting started with reports on page 277
Element-based NAT and how it works on page 615

Related tasks
Create Location elements on page 127

Select backup Log Servers for high
availability

You can select one or more backup Log Servers for each Log Server for high availability.

Before you begin

You must already have more than one Log Server.

The same Log Server can simultaneously be the main Log Server for some components and a backup Log
Server for components that primarily use another Log Server. You can also set Log Servers to be backup Log
Servers for each other so that whenever one goes down, the other Log Server is used.

E Note
| 4

The SMC Appliance does not support high availability for the Management Server or the Log Server.

If Domain elements have been configured, a Log Server and its backup Log Server or Log Servers must belong
to the same Domain.
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CAUTION

If the log volumes are high, make sure that the backup Log Server can handle the traffic load in
failover situations.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

Select f Home.

Browse to Others > Log Server.

Right-click the Log Server for which you want to select a backup Log Server, then select Properties.
Click the High Availability tab.

Click Add.

Select one or more Log Servers, then click Select.

Click OK.

Related concepts
Log Servers for HA on page 452

Forwarding log data from Log Servers to
external hosts

You can forward log data from Log Servers to external hosts to back up the data or to process the data in an
external system.

You can define which type of log data you want to forward and in which format. You can also use Local Filter
elements to specify in detail which log data is forwarded.

Log data does not need to be stored on the Log Server to be sent to the external host. If log pruning is applied,
any log data that the Immediate Discard log pruning filters delete is not forwarded to the external host.
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Add log forwarding rules to Log Servers

Add log forwarding rules to the Log Server to enable log forwarding.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

8)

9)

Select f Home.

Browse to Others > Log Server.

Right-click the Log Server from which you want to forward log data, then select Properties.
Click the Log Forwarding tab.

To create a rule, click Add.

O Tip

To remove a rule, select the rule, then click Remove.

In the select Target Host cell, select the external host to which the log data is forwarded.
a) Double-click the Target Host cell.

b) Select a Host element.

c) Click Select.

To add a rule, click Add.
Configure the log forwarding rules.

Click OK.
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Enable TLS protection for log or audit data
forwarding

You can optionally enable TLS protection for log or audit data forwarding to an external syslog server.

Before you begin

Because there is a connection to an external system, public key infrastructure (PKI) integration,
including certificate revocation list (CRL) checking, must already be configured.

You can optionally configure TLS server identity to verify the identity of the syslog server to which log data is
forwarded from the Management Server or the Log Server.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select f# Home.
2) Browse to Others > Log Server or Others > Management Server.

3) Right-click the Log Server or Management Server from which you want to forward log or audit data, then
select Properties.

4) Click the Log Forwarding or Audit Forwarding tab.

5) Add rules for log or audit data forwarding.
a) To add arule, click Add.

b) To select the external host to which the log or audit data is forwarded, double-click the Target Host cell,
select a Host element, then click Select.

c) Inthe Service cell, select TCP with TLS.

d) Inthe Port, Format, Data Type (Log Server only), and Filter cells, select the settings according to your
needs.

e) To select the TLS profile for TLS-protected log data forwarding, double-click the TLS Profile cell, select
a TLS Profile element, then click Select.

6) (Optional) Configure the TLS Server Identity.
a) Double-click the TLS Server Identity cell.

b) From the TLS Server Identity drop-down list, select the server identity type field to be used.
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7)

8)

c)

d)

(Optional) Click Fetch from Certificate to fetch the value of the server identity type field from a
certificate.

E Note
4

You can fetch the value of the server identity field from a certificate only if the server identity
field is Distinguished Name, SHA-1, SHA-256, SHA-512, or MD5).

In the Identity Value field, enter the value of the server identity field.

Define the Log Server or Management Server TLS certificate options.
This certificate is used as the client certificate when connecting to the external syslog server.

m  To use the server's internal certificate, select Use Internal Certificate.

m  To use the certificate contained in a TLS Credentials element, select Use Imported Certificate, then click
Select.
Select a TLS Credentials element.

® To leave the server's certificate unauthenticated, select No Client Authentication.

Click OK.

Enable logging for monitored traffic

To generate log data that can be forwarded to an external host, you must enable logging for the traffic that you
want to monitor.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)

4)

5)

6)

7)

8)

Select #. Configuration.

Expand Policies, then browse to the type of policy you want to edit.

Right-click the policy and select Edit <policy type>.

Click the IPv4 Access or IPv6 Access tab, then edit the rule that allows the traffic that you want to
monitor.

If there is no Access rule for the traffic that you want to monitor, create the Access rule.

Double-click the Logging cell.

Select Override Collected Values Set With “Continue” Rules.

From the Log Level drop-down list, select Stored or Essential.

(Optional) If you want to forward logs using the NetFlow or IPFIX format, select Log Accounting
Information in the Connection Closing drop-down list.
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9)  Click OK.

10)  Save and install the policy to start using the new configuration.

Related concepts
Getting started with Access rules on page 803

Define general syslog settings

You can adjust general log forwarding settings by editing the LogServerConfiguration.txt. Adjusting these settings
is optional.

StepS @ For more details about the product and how to configure features, click Help or press F1.

1) Stop the Log Server:

® [f you run the Log Server as a service in Windows, you can stop it in the Windows Control Panel’s
Services list.

® In Linux, run the script <installation directory>/bin/sgStopLogSrv.sh.

2) Create a text file on the Log Server that lists the fields to forward in the correct order.
See Knowledge Base article 10010 for more information.

O Tip

The <installation directory>/data/fields/syslog_templates/ directory contains example
configuration files.
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3) Change the parameters in LogServerConfiguration.txt.
The file is located in <installation directory>/data/.

Log Server configuration
Parameter

SYSLOG_CONF_FILE

Value

<File name>

Description

Path to the file you created in Step
2, which defines the fields that are
forwarded and their order.

SYSLOG_MESSAGE_PRIORITY

0-191 a

The priority of the syslog message is
included at the beginning of each UDP
packet (the default is 6).

a) As defined in RFC 3164
(http://www.ietf.org/rfc.html).

SYSLOG_USE_DELIMITER

ALWAYS_EXCEPT_NULL
NEVER

ALWAYS

Defines whether to use double quotes
(“) in syslog messages to delimit the field
values.

The default setting
“ALWAYS_EXCEPT_NULL” uses
double quotes only for non-empty fields.
“‘NEVER” does not use delimiters.
“ALWAYS” uses double quotes as
delimiters for all empty and non-empty
field values.

4) Save the file and restart the Log Server.

Related concepts
Log entry fields on page 1459

Related reference
Syslog entries on page 1490

Add Access rules allowing traffic from Log
Servers to external hosts

If the external host and Log Server are separated by a Firewall or Layer 2 Firewall, you must add rules to allow

traffic from the Log Server to the host.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select #. Configuration.
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2)

3)

4)

5)

Expand Policies, then browse to the type of policy you want to edit.
Right-click the policy, then select Edit Firewall Policy or Edit Layer 2 Firewall Policy.

Click the IPv4 Access or IPv6 Access tab, then add an Access rule with the following values:
® Source — Log Server
® Destination — Host element

m Service — Syslog (UDP), Syslog (TCP), or NetFlow (UDP), depending on the protocol used. For TLS-
protected traffic, select TCP with TLS.

The same Service and Port that was selected in the Log Forwarding rule must be selected here.
®  Action — Allow
® Logging — None (recommended in most cases)

E Note
| 4

Logging the log forwarding can create a loop where the log forwarding creates a log entry
each time. If you want to log the log forwarding, create a local filter in the Log Forwarding
rule to exclude logs related to forwarding.

Save and install the policy to start using the new configuration.

Edit Log Server configuration
parameters

To configure the Log Server in detail, you can edit LogServerConfiguration.txt. Normally, it is not necessary to
configure the Log Server outside of the Management Client. However, under special circumstances, you might
want more control over the way the Log Server behaves.

Steps

1)

2)

3)

4)

Stop the Log Server:

® [f you run the Log Server as a service in Windows, you can stop it in the Windows Control Panel’s
Services list.
® In Linux, run the script <installation directory>/bin/sgStopLogSrv.sh.

On the Log Server, browse to <installation directory>/data/, then open LogServerConfiguration.txt in a text
editor.

Change the parameter values, then save the file.

Restart the Log Server.

Related reference
Log Server configuration parameters on page 448
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Log Server configuration parameters

Not all parameters are included in the default configuration file. Some parameters might have to be added
manually.

Log Server configuration parameters in LogServerConfiguration.txt

Parameter name Description

ARCHIVE_DIR_© Directory that is used for storing the logs archived by the Log Data tasks. By default,
ARCHIVE DIR_0=${SG_ROOT DIR}/data/archive.

You can define up to 32 directories: ARCHIVE_DIR_© .. ARCHIVE_DIR_31.

AUDIT_ARCHIVE_DIR Directory used for archiving audit logs. By default, ${SG_ROOT_DIR}/data/audit/
archive.

AUDIT_DISK_LIMIT The threshold for minimum available disk space for audit logs. If the free disk space
goes below this limit, the Log Server stops storing audit logs.

AUDIT_LOG_DIR Directory used for audit logs. By default, ${SG_ROOT_DIR}/data/audit/log.

DISK_THRESHOLD_IN_KBYTES The threshold for minimum available disk space (in kilobytes). If the free disk space
goes below this limit, the Log Server stops storing log records (100000 by default).

LOG_BACKUP_DIR Directory used for Log Server backup files. By default, ${SG_ROOT_DIR}/backups. The
backup files must be moved to a separate media after creating a backup.

LOG_EXPORT_DIR Directory used for storing the files exported by Log Data tasks. By default,
${SG_ROOT_DIR}/data/export.

LOG_FW_PORT Log Server port that listens for connections from the NGFW Engines (3020 by default).
Changing this value requires reinstalling the Log Server software.

LOG_LOGFILE_DIR Directory used for storing the logfile.txt that logs the task scheduler operations. By
default, ${SG_ROOT_DIR}/data.

LOG_QUERY_TIMEOUT Timeout (in milliseconds) for queries in the Logs view (30000 by default).

LOG_SCRIPT_DIR Directory for the scripts used in Log Data tasks. By default, ${SG_ROOT_DIR}/data/
script.

LOG_SERVER_ADD IP address of the Log Server. Changing this value requires reinstalling the Log Server
software.

MGT_SERVER_ADD IP address of the Management Server. Do not change this parameter value directly to

the file. Instead, use the sgChangeMgtIPOnLogSrv.bat (or .sh) script to change this
parameter value.

NETFLOW_RECEPTION_PORT The UDP port for receiving NetFlow data. If this parameter has not been defined, the
default port (2055 for both Windows and Linux) is used.

E Note
4

In Linux, the value of this parameter must always be higher than 1024.

PHY_LOC Log Server database location. By default, ${SG_ROOT_DIR}/data/db/logserver.

PHY_PORT Log Server database port that the Log Server connects to (1314 by default).

SNMP_COMMUNITY SNMP community string used for sending SNMP messages from the Log Server (public
by default).

SNMP_ENTERPRISE_OID SNMP Enterprise Object Identifier (OID) used for SNMP messages sent from the Log

Server (.1.3.6.1.4.1.1369 by default).
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Parameter name Description

SNMP_TRAP_RECEPTION_PORT Defines the port used for receiving SNMP traps. The default port is UDP 162 in

Windows and UDP 5162 in Linux.

E Note
4

Only the reception of SNMPv1 traps is supported.

SYSLOG_CONF_FILE Configuration file for syslog data. By default, the file is stored in ${SG_ROOT_DIR}/

data/fields/syslog templates.

SYSLOG_MESSAGE_PRIORITY The priority (0—191) of the syslog message is included at the beginning of each UDP

packet (the default is 6). See RFC 3164.

SYSLOG_RECEPTION_PORT The UDP port for receiving syslog. If this parameter has not been defined, the default

port (514 for Windows or 5514 for Linux) is used.

E Note
4

In Linux, the value of this parameter must always be higher than 1024.

SYSLOG_RECEPTION_TCP_PORT The TCP port for receiving syslog. If this parameter has not been defined, the UDP

default port (514 for Windows and 5514 for Linux) is used.

E Note
4

In Linux, the value of this parameter must always be higher than 1024.

SYSLOG_USE_DELIMITER Defines whether to use double quotes (“) in syslog messages to delimit the field values.

The default setting ALWAYS_EXCEPT_NULL uses double quotes only for nonempty fields.
NEVER does not use delimiters. ALWAYS uses double quotes as delimiters for all empty
and nonempty field values.

Certify Log Servers

If the Log Server was not certified during the installation or if it needs a new certificate, certify the Log Server
manually.

Steps

1)

2)

3)

Stop the Log Server:

m [f the Log Server is installed as a service in Windows, stop it in the Windows Control Panel’'s Services
list.

® In Linux, run the script <installation directory>/bin/sgStopLogSrv.sh.

Request the certificate:
® In Windows, run the script <installation directory>/bin/sgCertifyLogSrv.bat.
® In Linux, run the script <installation directory>/bin/sgCertifyLogSrv.sh.

Enter the credentials for an administrator account with unrestricted permissions.
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4) If administrative Domains are configured and the Log Server does not belong to the Shared Domain, enter
the name of the Domain.

5) Wait for the certification to finish and start the Log Server again.
® |In Windows, start it in the Windows Control Panel’s Services list.
® In Linux, run the script <installation directory>/bin/sgStartLogSrv.sh.
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Configuring SMC servers for high
availability

Using additional SMC servers for high availability on page 451
Management Server HA configuration overview on page 452
Log Server HA configuration overview on page 456

Manage HA Management Servers on page 460

You can install several Management Servers and Log Servers to provide high availability for the SMC.

E Note
| 4

The SMC Appliance does not support high availability for the Management Server or the Log Server.

Using additional SMC servers for high
availability

You can install additional Management Servers and Log Servers for high availability.

The high availability (HA) solution includes automatic incremental replication of the configuration data stored on
the Management Server. This way, manual intervention is minimized, and the SMC can be fully managed and
monitored without manually reinstalling and restoring a backup.

A Management Server and a Log Server are required for configuration changes to and system monitoring

of engines. Although engines work independently without the SMC according to their installed configuration,
configuration changes and system monitoring are not possible without a Management Server and Log Server.
The Management Server in particular is a critical component, as it is the only place where the full configuration
information is stored.

Management Servers for HA

When a Management Server is active, the Management Server has control of all Domains and can be used for
configuring and managing the SMC. Only one Management Server at a time can be the active Management
Server.

The changes made on the active Management Server are replicated incrementally to the other Management
Servers: only the changed parts of the management database are replicated, and the replication takes place in
real time.

Configuring SMC servers for high availability | 451



Forcepoint Next Generation Firewall 6.8 | Product Guide

To use additional Management Servers, you must have a special Management Server license that includes the
high availability feature. The license is a combined license for all Management Servers and it must list the IP
addresses of all Management Servers.

Additional Management Servers automatically replicate the configuration data on the active Management Server.
If the active Management Server becomes unusable, you must manually activate another Management Server,
which allows you to work normally.

E Note
| 4

The additional Management Servers are meant for backup and disaster recovery purposes. Only
one Management Server at a time can be used for configuring and managing the SMC.

Log Servers for HA

Installing additional Log Servers ensures that system monitoring continues if one Log Server fails.

CAUTION

The logs are not copied between the Log Servers. To back up log data, set up an Archive Log Task
to copy log data from the Log Server to some other location.

Alert escalation proceeds normally, new logs can be browsed, and the engine status and statistics can be
examined. However, the log data is not automatically replicated between the Log Servers, so some log data is
always unavailable during outages. We recommend that you select the same Log Server for all engines in the
same location. If different engines send events to different Log Servers, it is not possible to correlate events, as
none of the Log Servers see all events.

Any Log Server can be used both as the main Log Server for some components and as a backup Log Server for
one or more other Log Servers. However, consider the load of the Log Servers before you set up a Log Server as
a backup Log Server, to avoid overloading when failover occurs.

You can set up additional Log Servers with normal Log Server licenses. A separate license for each Log Server is
required, even if the Log Server is used only as a backup.

You can install a new Log Server that works as a backup for another Log Server. You can also set existing Log
Servers to be used as backups for another Log Server.

Management Server HA configuration
overview

Configuring additional Management Servers requires the following overall steps.

1) Create elements for the additional Management Servers.
2) License the additional Management Servers.
3) Allow communications to the new Management Servers through firewalls as necessary.

4) Install the Management Server software on the target servers.
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Create additional Management Server elements

Any new Management Server elements you add to an existing SMC are considered to be additional Management
Servers. You can set up several additional Management Servers.

The number of additional Management Servers you can create depends on the Management Server license.

Steps @ For more details about the product and how to configure features, click Help or press F1.

1)

2)

3)

4)

5)

6)

7)

8)

9)

10)

Select f Home.

Browse to Others.

Select ¥ Tools > New > Server > Management Server.
In the Name field, enter a unique name.

In the IP Address field, enter the IP address.

(Optional) If NAT is used to translate addresses in communications between this server and other SMC
components, define the Location and Contact Address.

E Note
| 4

Management Server replication does not use contact addresses. Make sure that other
Management Servers can communicate with this Management Server using its untranslated
IP address.

From the Log Server drop-down list, select the Log Server to which the Management Server sends its
logs.

If you use a RADIUS server or TACACS+ server for authenticating administrators, select the authentication
method from the RADIUS Method or TACACS Method drop-down list.

(Optional) If you want to send alert notifications or reports from the Management Server, configure the
options on the Notifications tab.

® [f you want to send alerts by email, as SMS text messages, through a custom script, or as SNMP traps,
define the alert channels.

B You can use an SMTP server to send generated reports directly from the Management Server. Select
the SMTP Server or create an SMTP Server element.

In the Sender Address field, enter the email address that is shown as the email sender. Remember to
allow these connections in the Firewall Policy if necessary.

Click OK.

Related concepts
Define contact IP addresses on page 127
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Related tasks

Create Location elements on page 127

Email reports on page 297

Authenticate administrators using RADIUS or TACACS+ methods on page 379
Configure notifications for alerts on page 394

Create SMTP Server elements on page 401

Install licenses for additional Management
Servers

Using additional Management Servers requires a special combined license that lists the IP addresses of all
Management Servers within the same SMC.

After receiving the proof-of-license (POL) code, generate the license at https://stonesoftlicenses.forcepoint.com.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Install Licenses.
2) Browse to the license file on your local workstation and click Install.
3) Select #. Configuration, then browse to Administration.

4) Browse to Licenses > Unlicensed Components > Servers and make sure that the additional Management
Server is not listed there.

If the server is listed, check that the IP address information is the same in the license and the additional
Management Server element.

Related tasks
Generate licenses on page 1293

Access rules for additional Management
Servers

The Firewall Template policy contains rules that allow connections between the Firewall and all SMC servers. If
other components connect through a Firewall to additional Management Servers, add rules that allow this traffic.

You might also have to add NAT rules.

The rules in the Firewall Template policy are IPv4 Access rules that allow the system communications.
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Related concepts
Getting started with Access rules on page 803

Related reference
Security Management Center ports on page 1415
Forcepoint NGFW Engine ports on page 1418

Install additional Management Server software

Install additional Management Servers using the SMC Installation Wizard.

Before you begin

To install the software, you need the SMC installation files.

Steps

1) Start the installation in one of the following ways:
® From a .zip file: unzip the file and run setup.exe on Windows or setup.sh on Linux.
® From a DVD: insert the installation DVD and run the setup executable from the DVD:

Operating System Path to Executable

Windows 64-bit \Forcepoint_ SMC_Installer\Windows-x64\setup.exe

Linux 32-bit [Forcepoint_SMC_ Installer/Linux/setup.sh

Linux 64-bit /Forcepoint_ SMC_ Installer/Linux-x64/setup.sh

E Note
4

If the DVD is not automatically mounted in Linux, mount the DVD with the following
command: mount /dev/cdrom /mnt/cdrom

2) Proceed according to instructions in the Installation Wizard until you are prompted to select which
components you want to install.

E Note
4

If you install the SMC in C:\Program Files\Forcepoint\SMC, the installation creates an extra
C:\ProgramData\Forcepoint\SMC folder, which duplicates some of the folders in the installation
directory and also contains some of the program data.

3) If you also want to install a Log Server and a local Management Client on this computer, leave Typical
selected and click Next. Otherwise, select Custom, select the components you want to install and click
Next.
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4)

5)

6)

7)

8)

9)

Select the IP address of the Management Server from the list or type it in.

E Note
4

This IP address must be the IP address defined for the corresponding Management Server
element.

Type in the IP address of the Log Server for sending alerts.
Select Install as an Additional Management Server for High Availability.

Click Next and follow the instructions to start the installation.
A logon prompt for replication opens.

Log on using an unrestricted administrator account.
The Management Server Selection dialog box opens.

Select the correct Management Server from the list and click OK.
The databases are synchronized.

E Note
4

If the synchronization fails for some reason (such as a network connection problem), run the
sgOnlineReplication script on the additional Management Server when connectivity is restored.

O Tip

You can view replication information in the Info pane when you select the Management Server.

Related tasks
Obtain SMC installation files on page 1307

Log Server HA configuration overview

Configuring additional Log Servers requires several high-level steps.

1)

2)

3)

4)

5)

Create an element for the additional Log Server.

License the additional Log Server.

Define the Log Server as a backup Log Server for another Log Server.

Make sure the communications between SMC components and the additional Log Server are allowed.

Install the Log Server software on the target server.
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CAUTION

The logs are not copied between the Log Servers. To back up log data, set up an Archive Log Task
to copy log data from the Log Server to some other location.

Create additional Log Server elements

You can set up several backup Log Servers for each Log Server.

Steps © For more details about the product and how to configure features, click Help or press F1.

1)
2)
3)
4)
5)

6)

7)

8)

Select i Home.

Browse to Others.

Select & Tools > New > Server > Log Server.
In the Name field, enter a unique name.

In the IP Address field, enter the IP address.

(Optional) If NAT is used to translate addresses in communications between this server and other SMC
components, define the Location and Contact Address.

(Optional) Change the Log Server’s TCP Port number if necessary. We recommend always using the default
port 3020 if possible.

E Note
4

If you use a non-standard port, add rules to allow communications from the engines to the Log
Server ports, even when using the Firewall Template policy.

(Optional) If you do not want the Log Server to gather statistical information for monitoring and reports, select
Exclude from Log Browsing, Statistics and Reporting.

Q Tip

You might want to select this option if the Log Server is not used for daily operations.

Related concepts
Define contact IP addresses on page 127

Related tasks
Create Location elements on page 127

Configuring SMC servers for high availability | 457



‘ Forcepoint Next Generation Firewall 6.8 | Product Guide

Install licenses for additional Log Servers

Each Log Server requires a separate license, even if it is only used as a backup for some other Log Server.

After receiving the proof-of-license (POL) code, generate the license at https://stonesoftlicenses.forcepoint.com.
Steps @ For more details about the product and how to configure features, click Help or press F1.

1) Select = Menu > System Tools > Install Licenses.
2) Browse to the license file on your local workstation and click Install.
3) Select #. Configuration, then browse to Administration.

4) Browse to Licenses > Unlicensed Components > Servers and make sure that the additional Log Server is
not listed there.

If the server is listed, check that the IP address information is the same in the license and the additional Log
Server element.

Related tasks
Generate licenses on page 1293

Access rules for additional Log Servers

The Firewall Template policy contains rules that allow connections between the Firewall and all SMC servers. If
other components connect through a Firewall to additional Log Servers, add rules that allow this traffic.

You might also have to add NAT rules.

The rules in the Firewall Template are IPv4 Access rules that allow the system communications.

Related concepts
Getting started with Access rules on page 803

Related reference
Security Management Center ports on page 1415
Forcepoint NGFW Engine ports on page 1418
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Install additional Log Server software

Install additional Log Servers using the SMC Installation Wizard.

Before you begin

To install the software, you need the SMC installation files.

Steps

1) Start the installation in one of the following ways:
® From a .zip file: unzip the file and run setup.exe on Windows or setup.sh on Linux.
® From a DVD: insert the installation DVD and run the setup executable from the DVD:

Operating System Path to Executable

Windows 64-bit \Forcepoint_SMC_Installe\Windows-x64\setup.exe

Linux 32-bit [Forcepoint_SMC_Installer/Linux/setup.sh

Linux 64-bit /Forcepoint_ SMC_ Installer/Linux-x64/setup.sh

E Note
4

If the DVD is not automatically mounted in Linux, mount the DVD with the following
command:

m